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Abstract 

 

The development of Intelligent Tutoring Systems has been a sought-after and rapidly 

growing �ield for research, especially now, with the emergence of Generative Arti�icial 

Intelligence. This study aspires to contribute to the topic of cognitive systems for education 

by proposing a Cognitive Architecture which encapsulates three contemporary psychological 

theories and constructs for learning, motivation, and self-regulation, namely the Zone of 

Proximal Development, Self-Determination Theory and Self-Regulated Learning by 

providing a theoretical blueprint for an Intelligent Tutoring Systems for children of 8 to12 

years of age. The study employs surveys and experimental designs to preliminary tap 

into correlations between constructs of the three theories of contemporary approaches. By 

extracting data using instruments and cognitive tasks to the relevant population and their 

parents and teachers, the researcher attempts to identify any associations between items 

and factors and converge on a minimal set of variables and predictors, which in turn may 

lead to an ef�icient computational design model for a cognitive assistant that will employ 

optimal strategies for learning. However, the results suggest that more complex 

experimental designs may be needed to tap into the nuances of self-regulation and 

motivation. Finally, the study attempts to converge �indings from the literature and offer a 

well-informed summarisation to psychologists, cognitive scientists, software architects and 

developers for future designs.  
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Chapter 1 
Introduction 

1.1 General Introduction 
The concept of utilizing technological tools to support learning is not new. It stems back to 

Skinner's introduction of his teaching machines in the 1950s when he said that they would 

make teachers obsolete and the growth of cognitive-behavioural techniques in psychology 

(Skinner, 1954). Despite the extremely woeful, nihilistic, or hopeful –depending on the 

viewer's viewpoint– nature of this assertion, it stimulated the creation of early instructional 

software in the 1960s and the 1970s, when several AI researchers started focusing on 

education, creating automated teaching systems and other tools that, according to early 

cognitive scientists and theorists like Roger Schank and Seymour Papert, might change the 

educational system (Sawyer, 2022). 

In the past twenty years, there has been a signi�icant shift in how technology has developed 

and been interwoven into daily life. With the advancement of technology, we can now 

process more data more quickly than before; the advancements in the �ield of AI open 

opportunities offer new opportunities for a variety of �ields, including adaptive learning 

(Singh, 2023).  

Technology-enhanced learning refers to the use of systems that incorporate technology, 

enabling students to acquire knowledge and skills, with the guidance of instructors tutors, 

learning tools and technological resources (Gros, 2016). These systems have gained 

signi�icance during the pandemic as they assisted educators, in re-evaluating and improving 

their course designs to provide more meaningful learning experiences for their students 

(Pappas & Giannakos, 2021).  

Learning can be positively impacted by utilising the �indings and ‘effects’ of cognitive 

psychology research, especially in computer-based adaptive systems (Sinatra, 2018). 

However, according to (Sawyer, 2022), the potential of computers in educational settings has 

not yet been fully exploited;  up until recently, educational software was developed on 

instructionalist principles, with the computer �illing roles that were previously handled by 

instructors — the program acts as an expert authority and conveys knowledge to the learner. 
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According to the same source, learning sciences research suggests that the computer should 

take on a more facilitative role, helping students have the kinds of experiences that lead to 

deep learning, which involves critical thinking and the assimilation of new concepts to pre-

existing knowledge (Filius et al., 2018). 

Due to the exponential rise in computing power and developments in machine learning, AI 

has established itself as a common companion in contemporary society,  including education 

(Singh, 2023).  As such, when it comes to an educational setting, AI should consider both the 

sought-over educational outcomes but also young students' well-being; design 

considerations cannot exist in a vacuum, since different choices may lead to a different 

outcome when the AI is put to use; therefore developers must be sensible of the human, 

psychological, and ethical considerations when creating an AI product, to ensure the 

qualities necessary for bringing long-term effects of AI to use on users' welfare (De Vreede et 

al., 2021). Transferring best practices applied in educational settings to AI system design 

could be bene�icial for learners. For example, a 'Student-centered' learning environment 

where student responsibility and participation are prioritised above course material or 

tutoring activities, enhances self-ef�icacy and autonomy, leading to improved levels of 

motivation (Smit et al., 2014). Therefore, it could be bene�icial to keep this in mind when 

designing AI systems for education. 

In this vein, human curiosity, inquisitive nature and eagerness to learn are opportunities that 

may be exploited (Loewenstein, 1994), promoting interest, and sought-after coherence in 

information (Ryan & Weinstein, 2009) as they guide their students in learning, keeping them 

in the best possible learning form, which seems to be important for both academic 

achievement and the process of acquiring knowledge. This may be achieved in a variety of 

methods depending on the learner's motivation, cognitive capacity, and interaction with 

their surroundings, classmates, and teachers, as well as by employing technological means 

(Sawyer, 2022). 

AI-assisted systems may also be used to tackle practical issues, such as overcrowded 

classrooms. As low-income, minority and disadvantaged students tend to experience poorer 

outcomes in large classes compared to their peers (Bosworth, 2011; Schanzenbach, 2014), 

China has taken a turn towards using AI adaptive systems to tackle this issue, as junior 

secondary classes have an average of 52 pupils; Wang et al. (2020) report that using an 

adaptive tutoring system signi�icantly improved pupils’ performance over the ones who only 

attended a class. The results were also signi�icant for two groups of students attending small 
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classes of 3. The �indings from these two studies suggest that the bene�its of using an 

Adaptive AI Learning system cannot be solely attributed to a decrease in class size, as 

students utilising the system outperformed the students who received both whole-class and 

small-group instruction. 

1.2 Current situation on Intelligent Tutoring Systems 
The development of Intelligent Tutoring Systems (ITS) is nothing but new; it has been a 

sought-after and rapidly growing �ield for research, especially now with the emergence of 

generative AI. According to Lambert and Stevens (2023), machine learning algorithms are 

used in ITS systems to analyse data on students' learning styles, strengths, weaknesses, and 

progress. This data analysis enables customised material and feedback to address students' 

knowledge gaps and improve understanding. These systems may constantly adjust to 

students' development, keeping them challenged and interested. Personalised learning 

systems can detect and forecast areas where students fail, allowing instructors to provide 

crucial interventions and help when necessary.  

In this chapter, an attempt will be made to outline the current state of affairs regarding some 

prominent ITSs. 

1.2.1 Early and legacy ITS systems 

a. Metatutor  

MetaTutor is an intelligent tutoring system (ITS) that uses hypermedia to teach complex 

STEM subjects, such as the human circulatory system. It was developed by Azevedo et al. 

(2012) and a team of interdisciplinary researchers from the University of Memphis, McGill 

University, Illinois Institute of Technology, North Carolina State University, and the 

University of Central Florida over the past ten years.  

MetaTutor follows the theoretical, conceptual, and methodological principles of Self-

Regulated Learning (SRL - i.e. the process in which learners actively engage and maintain 

their thoughts, emotions, and actions in a structured manner to achieve learning objectives), 

using advanced learning technologies. These principles are supported by several researchers 

such as Azevedo et al. (2017), Winne and Hadwin (1998), Zimmerman and Schunk (2011), 

and Greene (2017). Metatutor is truly multimodal, in the sense that it employs sensors to 

assess in real-time Cognitive, Affective, Motivational and Metacognitive (CAMM) ‘signatures’ 

and use these data to devise optimal learning strategies.  
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Metacognition refers to the ability of an individual to re�lect, and understand their current 

state of knowledge, providing a basis for self-regulation, supervision, and evaluation, and it 

is a predictor of academic success (Conway-Smith & West, 2022; Teng & Yang, 2023; Wang et 

al., 2015; Winne, 2014).  

Metatutor collects data consisting of facial expressions denoting emotion, physiological 

sensors, eye trackers, log �iles, and screen recordings of student-system interactions. The 

system also includes several avatars i.e. virtual persons acting as ‘Pedagogical Agents’ (PAs), 

with different personas, each one specialised in different cognitive strategies (see Image 1); 

learners can interact with the agents via text inputs employing Natural Language Processing 

(Azevedo et al., 2022).  

During the process of learning via the Metatutor, the prospective learning outcome is divided 

into goals and subgoals, whereas learners can select the SRL process they wish to enact. 

Also, they are able to return metacognitive feedback (i.e. a self-reporting evaluation 

regarding the level of their learning) to the system (Azevedo et al., 2022; Azevedo et al., 

2019).  

Empirical studies suggest that the self-regulated approach offered by Metatutor has a 

positive impact on learners. Cloude et al. (2021) by analysing the data on performance 

outcomes, self-reported affect and temporal traces regarding user interaction collected by 

the system were able to identify a deactivation of self-reported negative emotions like 

hopelessness, boredom, and sadness, as users engaged in cognitive strategies such as 

summarising, note taking and inference making. As for the role of PAs, Dever et al. (2022) 

points out that students who receive guidance from agents in an Intelligent Tutoring System 

(ITS) tend to employ a range of SRL strategies, across various tactics leading to greater 

improvements, in their learning; while students who tackle concepts within an ITS without 

assistance utilise the SRL technique more frequently but achieve lower learning gains. These 

�indings suggest that employing a variety of different SRL methods instead of repeating a 

single method consistently, leads to better learning outcomes. 
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Image 1: Interface and the four Pedagogical Agents of Metatutor (Azevedo et al., 2022) 

 

It should be mentioned though, that simpler and less multimodal ITS systems may have a 

good impact on learning. A recent study by Abdelshiheed et al. (2023) measured the impact 

of metacognition and motivation on transferring knowledge across two ITSs, the one 

teaching deductive logic using a default backward and an alternative backward chaining 

strategy, and the other teaching probability, using only backward chaining. More speci�ically, 

the study involved Discrete Mathematics students, who after being trained on solving 

problems in the two ITSs, were divided into three groups, based on their metacognitive skills 

measured by the ability to switch to the most ef�icient strategy each time. Their knowledge 

was classi�ied either as conditional, either procedural or rote, with the students possessing 

the conditional knowledge to be able to select the appropriate strategy each time; the ones 

with the procedural knowledge having some understanding of the problem-solving 

strategies but without the comprehensive knowledge of when to switch between them; 

lastly, rote students used only the default strategy. The �irst group would switch early on 

whenever strategy was necessary to solve a problem, the second group would switch later 

when they couldn’t easily solve it, whereas rote learners would stick to the default strategy. 

Based on their online traces while using the ITSs, they were divided into two motivational 

levels, high and low. The preliminary study showed that only the highly motivated students 

who possessed conditional knowledge were able to transfer their knowledge across the two 

ITSs. Subsequently, two consecutive experiments involving the groups with procedural and 

rote knowledge were conducted. The researchers altered the logic ITS to provide 

metacognitive support in the form of ‘nudges’, i.e. of written prompts in the �irst experiment, 
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and a combination of ‘nudges’ and worked examples in the second. The results indicated that 

possessing high levels of motivation had a signi�icant bene�it on the ability to transfer 

knowledge only for the most knowledgeable group.  However, when the other two received 

support, they were able to catch up with their knowledgeable counterparts, with rote 

learners receiving the most bene�it when they received nudges and examples, regardless of 

their levels of motivation. These results suggest that a combination of pre-existing 

knowledge, cognitive �lexibility and motivation may promote learning. 

b. nStudy 

The software platform nStudy (Winne & Hadwin, 2013) was an early ITS developed by Philip 

Winne and fellow researchers at Simon Fraser University. Like Metatutor which came later, it 

was aimed at the modelling and support of metacognitive self-regulatory skills for university 

students (Winne, 2013). Key system components provided adaptable support including 

prompting planning tactics before studying content, tracking study strategies used during 

learning, evaluating note quality after readings, and re�lective assessments aimed at 

rendering covert thought processes into more visible skills amenable to guidance (Bannert, 

2009). A key component of nStudy was the pioneering notion of time-stamped trace-based 

feedback – by comprehensively capturing detailed temporal indicators of all reader’s 

behaviours across actions like highlighting, annotations, access sequences, and response 

latencies logged within the digital course materials, the system could leverage this tracing 

data to provide feedback describing productive patterns as well as diagnose procedural 

lapses (Winne, 2014).  

While nStudy was easily accessible as it was a plugin for browsers available in plugin 

marketplaces, and the initial testing periods were promising, as they were able to show 

gains on some targeted outcomes like note-taking quality and course satisfaction compared 

to more conventional digital learning platforms; despite this, the adoption of nStudy 

ultimately remained limited, and its development was abandoned. Nevertheless, nStudy 

conceptually exempli�ied a trailblazing ITS trait, the ability to leverage data mining 

approaches to reveal metacognitive and self-regulation processes through analyses of trace 

indicators; until today, it continues in�luencing current work on learner modelling and 

optimal tactics supporting the development of self-directed learning skills crucial for lifelong 

academic ef�icacy (Azevedo & Gašević, 2019). 

There is limited empirical evidence to support nStudy ef�iciency in promoting improved 

learning outcomes for its users; however, its data collection approach remains in�luential. 
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Building on its principles, Marzouk (2016) proposed a theoretical framework incorporating 

nStudy data into the Interactive > Constructive > Active > Passive (ICAP) framework 

proposed by Chi and Wylie (2014). ICAP distinguishes many forms of observable behaviour, 

as well as the underlying knowledge-change processes and learning outcomes for each 

learning mode. Learning results are expected to vary from minimum, to shallow, and up to 

the deepest (for examples, see Table 1). According to the ICAP hypothesis, interactive 

behaviours improve learning the most, followed by constructive behaviours, active 

behaviours, and �inally passive behaviours. 

 
 

PASSIVE 
Receiving 

ACTIVE 
Manipulating 

CONSTRUCTIVE 
Generating 

INTERACTIVE 
Dialoguing 

LISTENING 
to a lecture 

Listening without 
doing anything 
else but oriented 
toward 
instruction 

Repeating or 
rehearsing; 
Copying solution 
steps; Taking 
verbatim notes 

Re�lecting out-
loud; Drawing 
concept maps; 
Asking questions 

Defending and 
arguing a 
position in dyads 
or small group 

READING a 
text 

Reading entire 
text passages 
silently/aloud 
without doing 
anything else 

Underlining or 
highlighting; 
Summarizing by 
copy-and-delete 

Self-explaining; 
Integrating 
across texts; 
Taking notes in 
one's own words 

Asking and 
answering 
comprehension 
questions with a 
partner 

WATCHING 
a video 

Watching the 
video without 
doing anything 
else 

Manipulating the 
tape by pausing, 
playing, fast-
forward, rewind 

Explaining 
concepts in the 
video; 
Comparing and 
contrasting to 
prior knowledge 
or other 
materials 

Debating with a 
peer about the 
justi�ications; 
Discussing 
similarities & 
differences 

Table 1: Examples of activities classi�ied by the ICAP framework (Chi & Wylie, 2014) 

 

ICAP has seen empirical validation. For example, Menekse et al. (2013) tested its 

presumptions with students aged 19-20, by comparing four learning activity conditions 

utilising introductory materials of science topics in an experimental design with random 

assignment. As predicted by the ICAP theory, student gain scores grew gradually from 

passive to active to constructive and interactive settings. The results of the pairwise 
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comparisons indicated signi�icant differences between all engagement modes. The mean 

difference was greatest between the interactive and passive modes (MD = 26.29) followed by 

the differences between interactive and active (MD = 17.76), constructive and passive (MD = 

16.46), interactive and constructive (MD = 9.83), active and passive (MD = 8.53), and �inally 

between constructive and active (MD = 7.93). The author provides evidence to conclude that 

there are graded differences in learning outcomes aligned to the level of engagement, with 

students demonstrating greater gains the more interactively they participate, at a rate of 8-

10% across each mode. 

With the data provided by nStudy, it could be assumed that an ITS system with access to a 

database of tagged domains could devise well-informed personalised learning approaches 

ranging from interactive to constructive for learners and enhance their knowledge and 

experience (Marzouk, 2016). It could also provide an element of social/constructive 

collaboration between peers, as active, interactive, and constructive modes often involve 

peer participation. 

1.2.2 Factors that may hinder the adoption of Intelligent Tutoring Systems 

Metatutor and nStudy were both successful but in different ways. The former was –and still 

is– able to produce measurable results for students. The second exempli�ied the usability of 

big data analytics to tap into the ef�icacy of ITSs. However, neither of them was broadly used 

by the public; Metatutor is still active, yet not available to the wider public, and nStudy which 

was available through browser plugin stores has been discontinued. Only a few ITSs have 

recently found their way into widespread public use, with most of them being con�ined to 

research settings, posing a question: Why do most of the ITSs remain in the lab? 

There are several potential factors contributing to the limited adoption of certain intelligent 

tutoring systems, such as nStudy or MetaTutor, despite the presence of empirical evidence 

demonstrating their ef�icacy in promoting learning outcomes. The development of ITSs 

necessitates signi�icant initial investments in AI, programming, content development, and 

related areas (Vanlehn, 2011). Researchers frequently face challenges in securing long-term 

funding to support the ongoing maintenance, updates, and widespread dissemination of ITSs 

beyond their initial trial phases (Baker, 2016). Scaling complex AI-based systems across 

schools and curricula poses signi�icant challenges, like the knowledge of the mechanisms 

that underly learning; the need for adapting to teaching new skills adapted to today’s needs; 

transforming interaction data into meaningful supporting strategies and more, highlighted 
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by Woolf (2009). Certain educators perceive ITS as a potential threat to their role and are 

hesitant to embrace its implementation (Heffernan & Heffernan, 2014). ITSs are frequently 

developed independently from educational curricula, standards, and assessments (Dede et 

al., 2005 2005). According to Walkington and Bernacki (2020), when systems are not 

designed with user-friendliness in mind for students and teachers, their utilisation becomes 

restricted. There is concern among scholars, such as Roll and Wylie (2016), regarding the 

potential negative impact of adaptive systems, such as ITS, on the development of 

independent learning skills. Although certain studies have demonstrated positive learning 

outcomes, the lack of extensive ef�icacy research has resulted in schools being cautious 

about adopting (Steenbergen-Hu & Cooper, 2013). According to a report issued by the U.S. 

Department of Education and its Of�ice of Educational Technology, investors and publishers 

have often expressed uncertainty regarding the pro�itability and sustainability of the subject 

in question, showing some reluctance to fund such projects (Bienkowski et al., 2014 2012). 

Addressing these obstacles has the potential to facilitate the integration of intelligent 

systems from laboratory settings to practical educational environments. 

Another serious constraint that restricted the widespread usage of ITSs is, according to 

Kurni et al. (2023), the need for accountability regarding the educational outcomes (e.g. 

validity and precision of assessments) con�ines their usage to formative rather than 

summative assessments. Formative assessments are a pivotal objective within the realm of 

intelligent tutoring systems (ITSs). According to the researchers, the fundamental objective 

of assessments lies in enhancing instructional methodologies and fostering educational 

advancements for students. One of the primary objectives of formative assessment is to 

enhance student learning by positioning the learner as an essential, resourceful, and self-

re�lective participant within the educational community. In formative assessment-based 

classrooms, it is common to �ind a pedagogical approach that emphasises individualised 

instruction and real-world practice. Kurni et al. (2023) suggest that the absence of 

standardisation and the comparatively less rigorous approach to formative assessment in 

contrast to summative assessment represent a fundamental �law within this paradigm. 

Consequently, there is a potential for a decline in the quality of both the evaluation resources 

and the subsequent results. Hence, Intelligent Tutoring Systems (ITSs) are predominantly 

employed in formative assessments to enhance student learning outcomes and optimise 

instructional practices.  

Also, the level of knowledge of teachers regarding technology and AI may be a contributing 

factor to the adoption of such tools. Based on the Technological, Pedagogical, and Content 
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Knowledge framework (TPACK), Celik (2023) developed a scale to assess the relationship 

between teachers’ technological knowledge of AI and their attitudes towards AI-based 

instruction; The results indicated that technological knowledge positively predicts ethical 

assessments enabling teachers to evaluate decisions made by AI. However, the results of this 

study point out that such knowledge may be not enough for the integration of AI-based 

educational systems, whereas technological knowledge becomes meaningful when it is 

combined with pedagogical knowledge, forming a new construct, technological pedagogical 

knowledge.  

One of the bene�its associated with the integration of AI in the �ield of education is its 

capacity to effectively discern the areas of weakness and strength among pupils, 

subsequently offering prompt and relevant feedback. Furthermore, AI has the potential to 

alleviate the burden on educators by automating administrative duties and assessment 

processes. Nevertheless, it is crucial to bear in mind that arti�icial intelligence AI is incapable 

of supplanting the signi�icant role of the educator in the educational journey; rather, it 

should function as an adjunctive and reinforcing instrument for teachers (Firdaus et al., 

2023, p. 11). 

While intelligent tutoring systems can provide adaptive instruction and data-driven insights, 

some teachers have expressed valid concerns about implementing these tools. Studies have 

found that teachers worry about how accurately the systems model struggling learners 

(Ostrow et al., 2015; San Pedro et al., 2015). Even with training, not all reluctance is 

alleviated (Baker, 2016). Some are hesitant about AI access to student data and how 

transparently it is used (Bodily et al., 2018). More recently, expert reports show teachers 

fear being replaced by AI completely, perceiving it as an intruder in key instructional roles 

and as hindering their mentoring relationships with students (Garcı́a-Peñalvo & Reimann, 

2016).  A qualitative analysis by Kim and Kim (2022) investigated how teachers perceive and 

approach the use of an AI-based system called AISS (AI-supported writing) in STEM 

education. Teachers identi�ied the advantages of using the AISS. Most expressed views 

regarding its ability to serve as a knowledgeable model providing well-structured and high-

quality examples of scienti�ic writing. The AISS was also praised for its capacity to offer 

feedback and suggestions tailored to each student's speci�ic lexical, grammatical, and logical 

needs in their writing. It played a role by assisting students in enhancing their arguments 

effectively by incorporating evidence improving their creative thinking and problem-solving 

skills and facilitating the organization of ideas within their written work. Moreover, teachers 

made comparisons between the AISS and other educational technologies they had utilised 
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previously. They noted that the AISS appeared advanced in terms of customization and 

emulating human tutor support. Many believed that the AISS would be most suitable for high 

school students who already possess a solid foundation in scienti�ic writing. These students 

could bene�it signi�icantly from self-directed learning approaches with a focus on evidence-

based claims. However, there were concerns raised about relying on AI-powered systems 

like the AISS. Some teachers expressed worries that it might diminish the role of teachers, to 

assistants or supervisors by taking over crucial instructional tasks. 

Overcoming perceptions of AI as a threat rather than a teaching aid relies on evidence 

af�irming teachers' continued centrality in AI-enhanced classrooms. Addressing privacy and 

transparency concerns also appears crucial to acceptance. With judicious implementation 

aligning with teacher needs, intelligent systems have the potential to augment rather than 

automate quality education. 

1.3 Generative AI & ITSs  
The use of Large Language Models (LLMs) such as OpenAI’s GPT, seem to have the potential 

to enhance the ef�icacy of the learning process by facilitating personalised learning 

experiences that cater to the unique skills of both learners and educators. AI-based learning 

tools, such as Khanmigo and Duolingo Max, may provide personalised assistance, promote 

critical thinking, and recommend relevant resources, therefore aiding students in acquiring 

the information and skills desired by employers (Luckin & Holmes, 2016).  

Chen et al. (2023), by using qualitative research methods, describe interesting ways students 

interacted with OpenAI’s ChatGPT; students were able to design tactics that would allow 

them to take advantage of ChatGPT's bene�its while simultaneously developing techniques to 

deal with its �laws. The students used additional tools to verify the accuracy of the outputs 

generated by ChatGPT, committed time to the process of prompt engineering (i.e. providing 

the chatbot with the appropriate prompt to guide the expected outcomes) and sought 

guidance from the instructor whenever they encountered dif�iculties. It has been pointed out 

in previous work that while tools such as ChatGPT may deliver solutions in a short amount 

of time, they should never be used as a substitute for student's ability to think critically and 

solve problems (Dwivedi et al., 2023), with some students considering that the outputs of 

ChatGPT needed to be able to survive veri�ication before they could be brought to their 

discussion area (Chen et al., 2023). This was because they positioned the use of ChatGPT 

within the context of knowledge development. According to Knight and Littleton (2017), 
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knowledge building offers a relevant setting in which the claims of knowledge made by the 

students themselves or knowledgeable others have important repercussions in terms of 

social and communicative interactions. By extending this notion, it may be possible that 

while the students' utilisations of ChatGPT are not necessarily innovative, the manner in 

which they combined ChatGPT to serve various cognitive tasks in a social and discursive 

setting gives a novel perspective on the digital potential that GAI has in the �ield of education 

(Tlili et al., 2023). The usage of ChatGPT by students was a personalised experience to them 

and tightly related to a common objective of acquiring knowledge with their peers (Chen et 

al., 2023), while at the same time, seeking personalised assistance from the chatbot (Dwivedi 

et al., 2023). 

1.3.1 Tutoring systems with Large Language Model applications 

As the rise of GAI and the abrupt spreading of its implementations are quite recent, research 

is currently at the state of observing GAI as a social phenomenon, with limited published 

examining the implementation of chatbots into ITSs.  

Lambert and Stevens (2023) describe how ChatGPT and other AI-powered apps provide 

unique personalised learning (PL) methodologies. Teachers are entrusted with meeting an 

ever-increasing range of pupils, which is a demanding challenge. PL has been demonstrated 

to improve student outcomes, particularly techniques that use adaptive technology, and the 

longer kids are exposed to personalised learning, the higher their performance development 

(Pane et al., 2016).  

Khan World School shows how one organisation is making use of the chance to utilise 

ChatGPT for personalised learning. Sal Khan (2023) the founder and CEO of Khan Academy, 

revealed Khanmigo, (see Image 2) a chatbot based on GPT-4 LLM, at a recent TED talk. 

Khanmigo is currently only available to users residing in the US.  
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Image 2: The Khanmigo chatbox in action 

 

Khan showed examples of how students utilised Khanmigo to aid them in math, computer 

programming, biology, and language arts. In the �irst case, a student was given a standard 

maths problem using distributive properties. When the student made a mistake, the tutor 

caught it, asked the student to clarify their thinking, and then reminded the student how to 

utilise the distributive principle. Essentially, the instructor did not provide a perfect answer 

but rather analysed what the student did incorrectly and offered advice for how to improve 

their work. In another case, a student inquired as to why they needed to learn about cell size. 

Khanmigo reacted by asking the pupil what they were interested in, to which the student 

replied, "A professional athlete" (Khan, 2023). The chatbot then emphasised how knowing 

cell size is important for understanding nutrition and how your body operates. In this case, 

the tutor recognised the context of the video the student was seeing and was able to ask the 

student a question to extract personal meaning. Another student utilised Khanmigo to 

acquire a character's viewpoint on a scene from F. Scott Fitzgerald's book “The Great Gatsby”. 

Using ChatGPT's capacity to take on a character, students may �ind literature, history, art, or 

politics to be much more intriguing and engaging (Khan, 2023). The Khanmigo tutor may 

also aid students with their writing by assisting them in developing an outline and providing 

comments on a �irst draught, much like a live writing coach. When providing feedback, the 

tutor might underline sections of a piece, inform the student that it does not support their 

assertion, and ask why. Again, the tutor serves as a real-time writing coach, scaffolding and 
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accelerating students' reading and writing skills. Furthermore, the tutor may be switched 

from student to teacher mode to provide instructors advice on how to teach a certain 

subject. Additionally, Khan (2023) said that they were actively looking at methods to employ 

generative AI to improve reading comprehension: A student may view a video and then, at 

times, click on a question, and the AI will quiz the student on the subject. The AI may 

highlight passages and ask inquiries such as, "Why did the author choose that word? What 

was their goal? Does it support their case?".  

The education technology �irm Duolingo has leveraged arti�icial intelligence within its 

popular language learning application from the outset, accumulating over 500 million 

registered users of which 37 million actively utilise the app monthly spanning 95 courses 

across 38 languages. Recent partnerships with OpenAI starting in 2021 initialised the 

integration of advanced generative AI capabilities into the platform. 

Speci�ically, Duolingo �irst adopted GPT-3 in 2021, enabling more eloquent explanations and 

examples responding to users' submitted answers. This year, the company incorporated 

GPT-4 features into a premium subscription extension called Duolingo Max (see Image 3). 

Two main offerings in Duolingo Max currently rely on generative AI - "Explain My Answer" 

and "Roleplay" (Kshetri, 2023). 

 

Image 3: Duolingo Max 
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Lambert and Stevens (2023) report several EduTech companies that are now integrating 

machine learning and AI into their learning platforms to accommodate personalised 

learning. Quizlet has been integrating AI technology to produce multiple-choice questions 

and example sentences for vocabulary acquisition with Q-Chat, which is based on ChatGPT 

technology, allowing a personalised learning coach to customise content especially to match 

the requirements of learners; Knewton, by Wiley company, a platform primarily targeted for 

college students; and �inally Century, which provides a suite of personalised products for 

elementary schools through adults.  

Century has drawn the attention of the author of this study as it is the only widely open 

system addressed speci�ically to elementary school children. The interaction with the 

platform is made by a rather minimalistic graphical user interface (see Image 4). The 

platform offers material for Math, English language, and also Verbal and Non-Verbal 

reasoning in the form of exercises chunked into ‘Nuggets’. 

 

  

Image 4: On top, Century’s dashboard, with offered courses. 
 In the middle, is the “thank you” screen after completion of the diagnostic test. 
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Image 4a: Left, the exercise interface. Right, the feedback interface. 

 

A ‘diagnostic’ test is initially offered to newcomers, which attempts to tap into their current 

knowledge level. Then, it adapts material based on the answers obtained. At the beginning of 

a nugget, a video or a slideshow is available to explain the concept and the requirements of 

the exercises that will follow. Also, at any time, users may provide feedback regarding their 

emotional states (see Image 4a). This input is also requested after completing a ‘nugget’. 

As the company has not yet disclosed any white papers regarding which psychological and 

pedagogical approaches have been endorsed, and judging solely from interaction with the 

platform, it could be assumed that Century has integrated some adaptive learning principles 

into its approach ―hence the diagnostic test―, and that it does take into account the 

emotional states of the user during the learning procedure. However, it should be noted that 

Century does not include a chatbot, and con�ines itself to a structured, prede�ined set of 

exercises which are adapted and delivered to learners according to their performance. 
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Chapter 2 
Theoretical framework 

for the proposed ITS 

 

It is widely accepted that creating an educationally impactful ITS relies heavily on 

integrating insights from both arti�icial intelligence and cognitive psychological research 

(Woolf, 2009). When the learning processes and conversational capabilities modelled in AI 

tutors strongly align with well-established theories of human cognition, communication, 

motivation, and pedagogy, AI substantially enhances the naturality, adaptability, interactivity, 

and overall bene�it of such systems for students (Graesser, 2016). By closely emulating 

scienti�ically validated frameworks of how students cognitively process subject material, 

store and retrieve knowledge, interact with instructors, and regulate their own learning, AI 

tutors have greater capability to provide more highly personalised and nuanced tutoring 

tailored to each individual learner's abilities, prior knowledge, interests, and learning styles 

(Shute & Zapata-Rivera, 2012, p. 9). Mimicking natural pedagogical discourse patterns 

additionally enables more �luid, intuitive, and human-like dialogue to occur between the 

intelligent tutor agent and the human learner during instructional interactions (Graesser, 

2016). Such natural interactivity is key for learners to feel comfortable conversing with and 

con�iding in the intelligent tutoring system. 

Furthermore, the very process of implementing arti�icial intelligence systems founded on 

established learning science theories permits rigorous hypothesis testing and empirical 

re�inement of those psychological theories, thereby mutually advancing both AI computing 

research and cognitive science research (Ritter et al., 2018; Ritter et al., 2007, p. 250). The 

interdisciplinary synthesis uncovers new insights into both effective personalised pedagogy 

and how to replicate elements of human learning in arti�icial agents. In summary, embedding 

psychological knowledge within the design of AI tutor systems confers critical advantages in 

terms of psychological authenticity, individually tailored adaptive instruction, natural and 

intuitive conversational interactivity, interpretability for students, and productive 

interdisciplinary contributions that cross-fertilise both �ields. To maximally support and 
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enhance student learning, 21st century intelligent tutoring solutions must integrate and 

build upon the substantial prior research base developed in cognitive science illuminating 

the complexities and nuances of how human beings naturally communicate, teach, and learn. 

According to Azevedo et al. (2019) computer assisted learning systems (CALSs) such as 

Intelligent Tutoring Systems (ITSs) have the potential to greatly impact education by helping 

students monitor and regulate cognitive, emotional, metacognitive, motivational and social 

processes. While this poses a challenge to existing frameworks and theories of self-

regulation CALSs can now be equipped with technologies like natural language processing, 

machine vision, haptic devices, and physiological sensors. Azevedo et al. (2019) claim that 

These advancements have the potential to improve learners' self-regulation by enhancing 

CALSs used for research or teaching purposes. For example, integrating natural language 

processing, into CALSs can allow real-time collection of verbalizations that can be coded to 

assess judgments (e.g. determining the relevance of instructional material) and provide 

scaffolding when learners face speci�ic metacognitive challenges. Despite the aspiration to 

incorporate cutting-edge technology into CALSs researchers should base their decisions on 

models, frameworks and theories of self-regulated learning that are supported by theoretical 

knowledge and empirical evidence. 

2.1 Zone of Proximal Development 
Lev Vygotsky, a renowned developmental psychologist, was the �irst person to publicly 

present the Zone of Proximal Development (ZPD). This concept captures an important 

discovery that serves as a cornerstone of social constructivist learning theories and 

sociocultural approaches to cognitive development (Scott & Palincsar, 2013). Vygotsky 

described a difference between the actual developmental level at which a child can 

independently carry out a task and problem-solve without assistance, which is referred to as 

the ‘Zone of Actual Development’, and what the child is capable of accomplishing when they 

are provided with guidance, support, or collaborate with more skilled partners, which is 

referred to as the ‘Zone of Proximal Development’ (Vygotsky, 1978). This theory captures 

this disparity at its core. The goal of scaffolding in teaching is to �ind a ‘sweet spot’ for 

optimum learning, which is represented by this assumed gap in accomplishment.  

As part of the process of operationalising the key dimensions of ZPD, it is necessary to 

determine the lower threshold of unassisted ability towards a target outcome in conjunction 

with the upper ceiling of accomplishment manifested under a scaffolded partnership. This is 
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done to target instruction accordingly, although it is not an easy task, especially for complex, 

integrated pieces of knowledge and skills (Poehner & Infante, 2017). Zone of Proximal 

Development is a concept that outlines the region in which the cultivation of social support 

may promote the expansion of mastery beyond the existing level of competence via the use 

of graded encouragement and collaborative discussion. This process of assisted performance 

pulling instrumental competencies continually upward is central to sociocultural 

advancement (Shayer, 2003). As children participate in shared experiential learning with 

parents, carers, teachers, or mentors who provide adapted assistance, they gradually 

internalise understandings and strategies that were initially grasped interpersonally to 

propel skills forward at a faster rate. According to Miller (2011), Vygotsky proposed that 

community engagement and connections, which enable individuals to share partial 

knowledge while simultaneously using partners or cultural resources to �ill in the gaps in 

their knowledge, remained signi�icant drivers in the process of externalising and 

subsequently integrating socially co-constructed insights. 

It is important to note that the Zone of Proximal Development is a �luid construct; it changes 

dynamically between domains and learners as their familiarity with the environment 

changes. Previous achievements constantly recreate the basis upon which guided 

experiences increase understanding (Shayer, 2003). Representing current independent 

capabilities is critical for curricula that are calibrated to student entry readiness (Miller, 

2011). As a result, Vygotsky highlighted the signi�icance of continuous evaluation, which 

reveals both rising capacities without assistance as well as increasing boundaries of 

potential with helped participation. This is an essential component of adaptive education, 

according to Scott and Palincsar (2013). According to Smagorinsky (2013) the ZPD is a 

concept that refers to individualised pathways that demarcate the areas in which adequately 

demanding collaborative interactions enhance new, emerging skills and promote motivated 

growth. Aligning curricula, mentoring interactions, and scaffolding for upcoming skills 

within each learner's �luctuating Zone remains Vygotsky's breakthrough, yielding 

remarkable results when implemented judiciously (Poehner & Infante, 2017; Shayer, 2003), 

even though it may be dif�icult to exactly pinpoint the Zone’s boundaries, particularly across 

multidimensional knowledge. 

The pioneering Zone of Proximal Development (ZPD) theory developed by Vygotsky, which 

highlights the difference between actual individual developmental levels and possible 

performance given social direction and participatory learning, continues to be very 

signi�icant for current education and psychology (Shayer, 2003). The �irst thing that it does is 
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emphasise the need to precisely evaluate the students' existing independent competency in 

order to determine their readiness for growth. Additionally, it highlights the requirement of 

further customising proximal targets and scaffolding in order to ful�il current demands, 

which is a precursor of adaptive customisation (Tzuriel, 2000). In addition, Vygotsky's 

conceptualisation inherently acknowledges learning as being socially mediated and 

distributed across interdependent connections, rather than being an entirely individual 

endeavour. This recognition foreshadows more recent social constructivist learner-centred 

principles that aim to maximise engagement (Miller, 2011; Scott & Palincsar, 2013). 

Additionally, it recognises the huge diversity and domain variations in development that are 

necessary for the creation of �lexible supports that are sensitive to the changing pro�iles of 

people, which is in line with the promise of current technology for personalisation. 

Vygotsky's emphasis on the cultivation of interpersonal mentoring relationships and 

graduated participation as a means of advancing understanding continues to provide 

direction for enhancing student development through the support of peers, even in the face 

of constrained resources or rigid curricula; as a result, the Zone of Proximal Development 

paradigm, when taken as a whole, makes a fundamental contribution to several long-lasting 

insights into adaptive, socially assisted education that calibrates collaborative activities to 

continuously expand developing skills (Shabani, 2016). Despite the nine decades since Lev 

Vygotsky conceived the ZPD his model of education and learning is still in�luential due to its 

relevance and practicality; ZPD produces a form of education that focuses on developing a 

student's thinking and personality rather than remembering and copying knowledge. 

Students go from their current level to their potential level with assistance and feedback 

When a skill is mastered, it becomes part of their skill and competencies, enhancing their 

autonomy (Billings & Walqui, 2018; Margolis, 2020; Vygotsky, 1978). 

2.1.1 Zone of Proximal Development in Intelligent Tutoring Systems 

The ZPD intrinsically provides a framework that �its the very concept of an adaptive ITS, as it 

re�lects the ability of a tutor to identify the current knowledge level of a student and push 

forward by providing a scaffolding into new areas of knowledge to be conquered. Thus, the 

ZPD theoretical framework has been employed in numerous computerised adaptive 

educational systems, as it is intuitive in implementation; a system may use data from the 

user’s performance and choices and adapt dif�iculty and context to their learning pace, level, 

and personal preference; utility-based agents consider the environment, educational goals, 
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and a performance metric to decide how a goal might be accomplished then recommend 

educational material to the learner (Ferguson et al., 2022).  

As long as a system follows this procedure for learning, then it may be just a matter of 

choosing the most appropriate and ef�icient algorithmic representation to be implemented 

in an ITS. Vainas et al. (2019) describe a challenge that most online learning platforms are 

facing by offering a predetermined sequence of tasks that students must complete in order: 

some students who are having dif�iculty grasping concepts may need more time and effort to 

do so before moving on to more advanced material, whereas other pupils, may get bored and 

uninterested, as they feel ‘underserved’ kept in a sluggish pace of learning. Consequently, 

some students will be under-challenged by information given in a non-adaptive way, while 

others will be over-challenged. Chounta et al. (2017) proposed a computational 

methodology to model the Zone of Proximal Development (ZPD) based on the predicted 

probability of correctness. With the help of a natural-language tutoring system, students go 

through high school physics problems the model attempts to predict the learner’s ZPD by 

assessing several factors, such as the level of dif�iculty and their prior knowledge. They 

de�ined a "Grey Area" which is a region of uncertainty when the model is not able to tell 

whether it is within the student’s ability to provide an accurate answer and assumes that 

whenever the system is found in this impasse, then the student is probably within their ZPD.  

Vainas et al. (2019) introduced an adaptive learning engine called ‘E-gostky’ that may 

determine the next exercise's dif�iculty level based on the student's performance on the 

previous one. As an example, it can bypass some tasks for a student who has shown 

competence in the subject matter, while omitting more challenging than usual tasks ("bonus 

exercises") for those who are still �inding it dif�icult. Thus, E-gostky strives to ensure that the 

subsequent activity keeps children within their ZPD. To accommodate this purpose, Vainas 

et al. (2019) employed Dynamic Assessment (DA), another important idea in Vygotsky's 

theory, to this end. Lantolf and Poehner (2010) explain that in contrast to Static 

Assessments, DAs focus on the test taker's capacity to learn new material as they go, not on a 

prede�ined norm, which often suffers from bias and validity. In DA settings, a skill is �irst 

assessed, then taught, and then retested. This method provides the opportunity for the 

individual to acquire the information or skill that is being evaluated. 
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2.2 Self-Determination Theory 
An in�luential theory of motivation in recent years, Self-Determination Theory (SDT) has 

found use in many domains, including medicine, business, and academia (Deci & Ryan, 

2008). According to the theory every person has basic psychological needs, namely 

Autonomy, Competence, and Relatedness, that may be shaped by their environment, other 

people, and societal norms. Ryan and Deci (2017) offer the following de�initions:  

Autonomy is described as one’s self-ef�icacy, bolstered by experiences of interest and worth, 

which entail a sense of initiative and control over one's activities. Competence is a feeling of 

mastery and accomplishment, that is fostered in well-organised environments using 

optimum challenges, constructive criticism, and growth opportunities. Relatedness describes 

a feeling of support and connection to others. These three needs are nurtured when one’s 

actions or hindered by the level of intrinsicality of volition. Simply put, the more one acts 

based on their intrinsic motives, for the sake of their own satisfaction, the more these needs 

grow. The more one acts due to external pressure the more these needs are starved. To a 

great extent, well-being and happiness are outcomes of the degree to which autonomy, 

competence and relatedness are satis�ied. Left unsatis�ied, they lead to resentment, 

depression and other forms of psychopathology (Ryan & Deci, 2017).  

Intrinsic and extrinsic motivation are the two most common forms in students. Situations 

that cater to the three fundamental psychological needs—happiness, ful�ilment, and 

enjoyment—are conducive to the development of intrinsic motivation. Extrinsic motivation 

is not a homogenous construct. It may be either controlled (i.e. enforced by another person, 

or authority sometimes under threat of some punitive consequence), introjected (i.e. 

imposed by feelings of guilt or shame), identi�ied (i.e. external but consciously valued e.g. to 

perform some action which one does not like, nevertheless acknowledges as bene�icial) and 

�inally integrated (i.e. assimilated into one’s values, e.g. recycling). In Academic settings 

introjection frequently develops into a form of self-regulated regulation, taking the form of 

"ego-involvement" linked to success and playing a substantial role in an individual's sense of 

self-worth. In some cases, though, motivation may be extrinsic, in accordance with one’s 

values and desires, leading to a form of healthy internalisation. In both cases, they are 

considered autonomous and, hence are bene�icial. Contrastingly, less autonomous, and more 

controlled forms of motivation lead to a more fragile approach towards academic 

accomplishment (Bailey & Phillips, 2016; Ryan & Deci, 2000; Taylor et al., 2014). Autonomy 

has been observed as a key component of academic success, with signi�icant outcomes for 
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children, adolescents, and adults, with autonomously driven students �lourishing in a variety 

of educational contexts, especially when tutors encourage their autonomy. Furthermore, 

children may bene�it from the cultivation of their autonomy not only in education but also in 

developmental terms (Reeve, 2002). Autonomy, along with Relatedness and Competence is 

one of the three pillars of the Self-Determination Theory (Deci & Ryan, 2008; Ryan & Deci, 

2000), a macro-theory that supports that motivation leads to better short- and long-term 

outcomes regarding the achievement of goals and general well-being. Intrinsic motivation 

promotes perseverance, greater performance, and well-being (Reeve et al., 2008). It 

promotes improved information retention, fewer dropouts, and academic achievement in 

the domain of education (Ricard & Pelletier, 2016; Wentzel, 1998). It should be emphasised, 

nevertheless, that SDT implies a continuum rather than a bipole, as illustrated in Figure 1: 

 

Figure 1: The motivation continuum (Visser, 2017). 

 

2.2.1 Self-Determination Theory in ITS 

The degree to which a participant puts effort into a cognitive task in�luences observable 

behaviour. The driving force behind this effort allocation is commonly referred to as 

motivation, and it is a signi�icant impediment to correctly inferring individual characteristics 

from observations. E.g. a participant who performs poorly in a memory task may be 

unmotivated to complete the task rather than having limited Working Memory capacity; yet 
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motivation, despite its importance, is rarely modelled or accounted for in cognitive models 

(Yang & Stocco, 2023); while the utility of SDT is recognised in a variety of domains, a 

neglectable number of published works report SDT principles implemented in ITSs. There 

are, however some design principles for human-computer interaction (HCI), that are 

founded on satisfaction of the Autonomy, Competence and Relatedness; Peters et al. (2018) 

introduced the METUX (Motivation, Engagement & Thriving in User Experience) model, a 

framework for designing digital experiences that prioritise user motivation, engagement, 

and well-being. It is based on SDT, which posits that people are more likely to engage in 

sustained behaviour change when their psychological needs for autonomy, competence, and 

relatedness are met. According to Peters et al. (2018), METUX focuses on four ‘spheres’, 

which are user experience, its outcomes, the psychological mediators for need satisfaction 

and �inally the design of an HCI interface: 

User Experience (UX) refers to the overall experience of a user while interacting with a 

product or service, e.g. as a website, app, or device. It comprises all aspects of the user's 

interaction, including the interface, functionality, usability, and aesthetics. Outcomes refer to 

the results or effects of a user's experience with a product or service. In the context of the 

METUX model, positive outcomes include motivation, engagement, and thriving, while 

negative outcomes might include frustration, disengagement, or even harm. Mediators are 

the psychological needs that are believed to mediate the relationship between user 

experience and outcomes. In the context of the METUX model, the mediators are the same as 

in SD: autonomy, competence, and relatedness, which are thought to be universal and 

fundamental to human motivation and well-being (Ryan & Deci, 2017). Design refers to the 

intentional creation of products, services, or experiences that meet the needs of users. In the 

context of the METUX model, design is focused on creating digital experiences that support 

users' psychological needs for autonomy, competence, and relatedness, thereby promoting 

positive outcomes such as motivation, engagement, and thriving. The model provides a 

framework for designers to evaluate and improve their designs, based on these criteria. 
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Figure 2 - METUX design: Autonomy, Competence and Relatedness act as mediators of positive user 
experience outcomes such as Motivation, Engagement and Wellbeing, thus constituting measurable 

parameters for HCI design aligned with SDT (Peters et al., 2018). 

 

These spheres are divided into several sub-elements as described by Peters et al. (2018): 

Adoption focuses on the decision-making experience between becoming aware of a new 

technology and acquiring it. The prominent psychological needs related to this element are 

autonomy and competence. Autonomy refers to the extent to which technology adoption is 

autonomously motivated, meaning that the user feels a sense of choice and volition in the 

decision to adopt the technology while competence refers to the extent to which the user 

expects to be competent at using the technology  Interface, which focuses on the controls, 

navigation, information display, and aesthetics of the technology, components that may 

promote or hinder the overall need satisfaction of a user. Task focuses on the speci�ic 

behaviours or activities that the technology is designed to support, and to which extent they 

promote their psychological needs; depending t the user’s ability to perform a task and feel 

competent, to perform it on their own and feel autonomous and to associate with others 

who are also engaging in the task, promoting relatedness. Behaviour refers to the 

overarching activity that a task is intended to support. The difference between this element 

and the tasks element is important because some technology might support need-satisfying 

interaction at the interface and task levels, but may still not necessarily impact need-

satisfaction regarding the behaviour it’s designed to support (Burnell et al., 2023; Peters et 

al., 2018). For this purpose, any well-established and relevant to what it is to be measured 

metric should be employed. 
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Life refers to the link between technology and overall well-being. The SDT literature 

indicates that psychological need satisfaction increases mental and physical health. However, 

momentary need satisfaction relating to the use of a technology may not be suf�icient to 

affect measurable improvements to individual �lourishing, which can be assessed using 

numerous relevant instruments, e.g. the BPNS, or Basic Psychological Need Satisfaction scale  

(Burnell et al., 2023, Chen, 2015 #934). Finally, Society is the largest in scope and is the only 

one to step beyond the user experience. Societal well-being may be affected by using a 

technology both directly and indirectly. Within this element, ethical issues regarding the 

impact of an economic and environmental nature may become relevant. 

Despite Peters et al. (2018) offering a solid, measurable framework of SDT-driven directives 

of METUX for ef�icient HCI, up to date no ITSs are reported to have adopted them, so its 

ef�iciency has not been suf�iciently tested. However, in a recent study existing social network 

platforms like TikTok, Facebook and the well-known educational platforms Blackboard and 

Moodle have been used to evaluate some of the metrics proposed, i.e. Technology-based 

Experience of Need Satisfaction (TENS) -life, -behaviour, -task and -interface variants, with 

acceptable psychometric properties, with an r > .75 and CFIs between .90 - .93, except for 

TENS-life at .87. These metrics were reported after some modi�ications by Burnell et al. 

(2023). However, Chiu (2021) and Chiu and Chai (2020) report that several SDT principles 

have been incorporated into some small-scale ITS implementations of their own, but they do 

not report having used a solid methodology such as the one proposed in the METUX 

framework, which in terms of ITS design remains inadequately tested. 

2.3 Executive functions 
Executive Functions (EF) refer to a set of higher cognitive processes to engage, direct, or 

coordinate other lower processes, often in the service of goals (Miyake et al., 2000). 

However, it has also been described more and more reductively in recent years as a 

collection of distinct but connected component processes engaged in goal-directed cognition 

and behaviour; Working Memory, task switching, and Inhibition Control of prepotent 

thoughts and reactions are frequently listed as some of the most important executive 

functions (Best & Miller, 2010; Diamond, 2013). Executive functioning de�iciencies may lead 

to dif�iculties in setting and maintaining objectives as well as the capacity to block out 

distractions may suffer. EFs are crucial components for successful Self-Regulation. There are 

several frameworks for investigating SR in childhood and adolescence. EF is sometimes 

referred to as Effortful Control (EC) and are two similar –and, to a signi�icant extent, 
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overlapping– that have gained interest in several sectors of child development research 

(Rueda et al., 2005; Zhou et al., 2012). Some key elements of the EF are described, and their 

role in learning. 

c. Working memory 

To give a realistic model of primary memory, Baddeley and Hitch (1974) introduced the 

Working Memory model of human memory. Instead of viewing main memory as a single, 

cohesive unit, Working Memory divides it into distinct, yet interconnected parts, namely the 

visuospatial sketchpad, the phonological loop, and the central executive, which serves as a 

coordinator. This model was further improved by Baddeley and his colleagues by including a 

fourth component, the episodic buffer, and has now come to represent the prevailing theory 

in the study of Working Memory. 

Three primary elements comprised Baddeley & Hitch's initial model. The phonological loop 

and the visuospatial sketchpad are the two major systems, to process linguistic and visual 

information, respectively. They are coordinated by the central executive, which codes new 

information, while it updates and/or replaces old information, combines data from several 

sources into coherent episodes, switches between tasks or retrieval techniques, blocks or 

suppresses dominant or automatic reactions and directs selective attention. Twenty-�ive 

years later, a fourth component was added, the episodic buffer (Baddeley, 2000). This 

component consists of a system with a limited storage capacity that offers short-term 

storage of data kept in a multimodal code that can combine data from the subsidiary systems 

and long-term memory into a single episodic representation. Presumably, the primary 

method of retrieval from the buffer is conscious awareness. The main way the updated 

model varies from the previous one is by placing more emphasis on the information 

integration procedures than on the separation of the subsystems. By doing so, it offers a 

better framework for addressing the more challenging facets of Working Memory executive 

control. According to Cowan (2014) planning, understanding, thinking, and problem-solving 

are all facilitated by Working Memory with a critical role in learning. 

d. Response inhibition 

Response inhibition, which ranks third in importance to Working Memory (WM) and 

attentional shifting, is essential to executive functioning (Miyake et al., 2000). Response 

inhibition is the capacity to stop a current response or to postpone the start of a response 

that is insuf�icient given the demands of the environment. Early arithmetic and reading 
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abilities in children as well as social functioning are all positively correlated with a 

functional response inhibition capacity. The Stop Signal task is one of the most widely used 

research paradigms for examining response inhibition (Zhao et al., 2018). This task is used 

in cognitive psychology research to assess response inhibition and impulse control abilities 

and disabilities in conditions like Attention De�icit and hyperactivity Disorder or ADHD for 

short (Schachar et al., 2007; Verbruggen & Logan, 2008) and the function of cognitive 

abilities involving the fronto-basal ganglia neural circuitry implicated in impulse regulation 

and higher order motor control and the inferior frontal cortex, which activate to implement 

‘braking’ mechanisms suppressing actions (Aron et al., 2014; Zandbelt & Vink, 2010). 

The representation of a Stop Signal task (Logan et al., 1984; Matzke et al., 2018; Schachar et 

al., 2007), which was used in this study involves a sequence of stimuli which are presented 

to a participant, to which they are instructed to respond when a stimulus is offered unless a 

stop signal is presented, in which case they need to suspend their reaction (e.g. by pressing a 

key when a green light is presented while pressing nothing if a red stop signal is presented 

shortly thereafter). In such a task, the possibility of initiating a response on a stop trial 

serves as the measure of Inhibition Control. Failure to withhold the response manifested by 

reacting after the stop signal is presented means that the response is erroneously produced 

and that inhibition has failed (Littman & Takács, 2017). 

Inhibition tasks tap into key cognitive control capabilities essential for the broader self-

regulatory faculty described as effortful control (Rothbart & Rueda, 2005; Rueda et al., 

2005). Speci�ically, being able to withhold attention toward distracting stimuli in favour of 

focusing on goal-relevant information relies critically on inhibiting the processing of 

competing perceptual inputs (Diamond, 2013). Likewise, effortful governance over 

behaviour depends on the ability to stop reactive impulses or habitual responses when 

necessary to align actions with internalised standards or future objectives (Nigg, 2017). 

Even the act of regulating emotional expressions draws on Inhibition Control to override 

initial temptations to respond re�lexively to provocation or cravings (Carlson & Wang, 2007). 

From a developmental point of view, expanding inhibitory capacity facilitates compliance 

with caregiver demands and social expectations during childhood by curbing rash reactivity 

(Riggs et al., 2010). In essence, effortful control re�lects the integration of executive 

inhibitory mechanisms and motivational drives to �luidly modulate cognition, behaviour and 

emotion (Luna et al., 2010). Given the fact that inhibition provides the fundamental ‘braking’ 

mechanism for stabilizing these processes in line with intentions and situational norms, 
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quantitative markers of inhibitory ef�iciency derived from performance on paradigms like 

the stop-signal reaction time task offer direct biomarkers for effortful control competence.  

2.4 Executive Functions and Learning 
As being intrinsically motivated may not always be achievable, students must cope with 

negative emotions and distracting factors which are associated with extrinsic factors that 

often drive goal-oriented behaviours. As such, Executive Functions (EFs) become equally 

important. EFs describe the internal or transactional mechanisms that allow a person to 

guide goal-directed actions through time and across changing circumstances during which 

negative emotions such as frustration, boredom and loss of interest may emerge (Karoly, 

1993). According to the Dictionary of the American Psychological Association (2020), EFs 

refer to a set of higher-level cognitive functions which include planning, decision-making, 

problem-solving, action sequencing, task assignment and organization, persistent goal 

pursuit, repression of con�licting impulses, �lexibility in goal selection, and goal-con�lict 

resolution (Meltzer, 2018). These frequently require the use of language, discretion, idea 

development, abstraction, and logic. They are commonly linked to the prefrontal cortex and 

neuronal networks that incorporate the prefrontal cortex (Stuss, 2011). Human cognition 

and performance depend on executive function, which individuals utilise to exert control 

over their thoughts and actions, particularly when attempting to do something that con�licts 

with inherent habits, inclinations, and desires (Rothbart & Rueda, 2005; Rueda et al., 2005; 

Simonds et al., 2007).  

Executive functions (EFs) are essential self-regulatory skills that regulate basic or domain-

speci�ic cognitive processes (e.g., language, attention, sensory input, motor output) for goal-

oriented problem-solving and behaviour. EFs are the controlling, supervisory functions of 

self-regulatory abilities that organise and guide cognitive activity, emotional reaction, and 

overt behaviour. EFs include several higher cognitive processes that govern behaviour, 

emotion, and cognition (Stern et al., 2016). Executive functions are needed to guide attention 

intentionally for the achievement of goals. These top-down brain functions develop early and 

underlie interweaved and interacting EFs including reasoning, emotional self-regulation, 

abstract thinking, problem-solving, planning-programming, and organisation essential to 

enable goal-directed behaviour and to adapt to novel situations and challenges (Malloy-Diniz 

et al., 2017), as well as social relationships and everyday tasks. 
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According to Miyake et al. (2000) the key EFs are Working Memory, Inhibition Control (IC) 

and cognitive �lexibility; three substantial, different yet related brain functions. WM is the 

ability to store, update, and cognitively manipulate information. WM is essential for goal-

directed planning, behaviour, and attention. Inhibition is the capacity to think before acting, 

also necessary for focus, as it controls urges and cuts out distractions, while cognitive 

�lexibility is the ability to rearrange knowledge and redirect thoughts and actions to adapt to 

novel situations. 

EFs appear as early as in the �irst year of infancy, rapidly developing between three and six 

years and continue to develop through adolescence and adulthood (Reznick et al., 2010) and 

it is crucial to assess them as early as possible (Huizinga et al., 2006) as during this extended 

period of time the prefrontal cortex matures undergoing o long developmental process 

(Diamond, 2013). This maturation process in this cortex, which is rapid in the early years 

and decelerates to a steady pace during adolescence, leads to an improvement in 

schoolchildren's EF. The �irst EF to develop is inhibition, followed by planning and problem-

solving, while WM develops during 7-9 years of age. Thus, middle-aged children tend to have 

better WM and attention, quicker cognitive processes, and are becoming more adept at 

developing more complex cognitive strategies. From 3 to 5 years old, information processing 

develops fast, with 9- and 10-year-olds showing considerable advances (Margari et al., 

2016), impacting, amongst others, academic accomplishment and emotion management 

(Sofologi et al., 2023). As executive functions remain critically tied to disciplined conduct, 

academic achievement, and psychosocial health throughout childhood and adolescence 

(Diamond, 2013), early appraisal enables promptly addressing de�iciencies through 

cognitive or behavioural interventions, ideally minimizing adverse downstream impacts. 

Working memory (WM) is described as the capacity to store and modify information at the 

same time WM is essential for making sense of everything that happens throughout time 

since it needs to remember what occurred before and link it to what occurs later. Thus, it is 

an ability required to understand written or spoken language, whether a phrase, a 

paragraph, or something lengthier. Similarly, practising math involves WM since it aids in 

problem-solving by converting instructions into action plans or integrating new knowledge 

into activities (Baddeley, 2014; Baddeley & Hitch, 1974). Some research has focused on 

particular parts of Working Memory important in early academic abilities, such as verbal 

and visual-spatial short-term memory (Bull et al., 2008). The �irst is responsible for storing 

and processing verbal information, while the second is responsible for storing and 

processing visual and spatial structures (Baddeley, 2014). 
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A large body of research shows that several executive function (EF) cognitive components, 

such as Working Memory but also Inhibition Control which are measured in this study, are 

associated with early academic abilities in preschool children (Montoya et al., 2019). 

Experiments have also shown that a de�iciency in WM during the preschool years leads to 

issues with reading comprehension in elementary school, with children with WM de�icits 

struggling with phonological awareness and letter-word recognition tasks (Alloway et al., 

2004; Nation et al., 1999). According to Montoya et al. (2019) WM is an accurate predictor of 

nearly all early academic abilities, while all numeracy skills and receptive vocabulary were 

predicted by visual-spatial short-term memory. As such, it can be assumed that executive 

functions, including Inhibition Control and Working Memory, are key proponents of learning.  

2.5 Learning in traditional classrooms 
Traditional classroom learning has been the prominent paradigm since the conception of 

modern school. Learning in classrooms may promote learning as per the Vygotskian 

principles, as classrooms provide structured content where the ZPDs of different students 

interact, providing the social interaction necessary for learning (Chaiklin, 2003). Moreover, 

according to the SDT principles, classrooms may promote children’s well-being, given that 

they enhance autonomy, competence, and relatedness, both in social and educational terms 

(Ryan & Deci, 2017). However, they may also have some negative issues associated with the 

latter. Some strong arguments regard the very concept of traditional classrooms as 

inherently problematic. Below, some of these arguments are presented in brief: 

2.5.1 The “one-size-�its-all” approach.  

The standardised, "one-size-�its-all" approach in traditional classrooms is a frequently cited 

reason why they often fail to meet all students' needs; standard classrooms are naturally 

inclined towards this approach, presenting the same content and pace for all students 

regardless of individual learning needs, abilities, interests, etc. leading to a failure to adapt to 

students' variability (Tomlinson, 2015). Teachers naturally struggle to provide differentiated 

instruction for the variety of learners in each class, especially when bound to standardised 

curricula and class schedules; more often than not, a tutor can't facilitate learning in a 

personalised matter, given the 1 teacher per 25 children ratio which is the mainstream in a 

classroom of an urban elementary school with things becoming even get harder for teachers 

who are teaching multiple classrooms in high schools (Dixon et al., 2014). Consequently, 

students are more likely to disengage when content lacks relevance to personal contexts, 
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cultural perspectives, prior experience, or real-world value. Different subgroups see 

curriculum priorities through distinct lenses not accounted for (Parsons et al., 2017). 

The assumption that providing the same instruction, content, assignments, pace, and 

assessments for everyone in a class is fundamentally �lawed for several reasons: 

Firstly, students arrive with dramatic variability in their background knowledge, academic 

readiness, prerequisite skill levels, interests, and optimum learning modalities. A student 

struggling with reading comprehension, or a student good in math will not be well served 

receiving the same instruction as classmates. The uniform approach disregards the vast 

diversity in capacities and needs of learners (Santangelo & Tomlinson, 2012), 

Secondly, enforcing rigid standards prevents customising pedagogy, materials, feedback or 

rate of progress due to learner differences. Students who quickly grasp concepts get held 

back when they require acceleration, while struggling students, due to a lack of personalised 

support, are unable to keep up and are left behind (Tomlinson, 2017). 

In summary, "one-size-�its-all" education super�icially treats surface similarities while 

neglecting deeply rooted developmental, experiential and motivational individual 

differences (Miyake & Friedman, 2012) requiring a more personalised alternative approach 

attuned to each learner's evolving Zone of Proximal development (Vygotsky, 1978). 

2.5.2 Passive learning 

The prevalent lecture-based classroom model has come under scrutiny for perpetuating 

passive learning that fails to adequately challenge or engage students, with teachers 

lecturing and students listening; this does not actively engage students or develop critical 

thinking skills (Chi & Wylie, 2014). Passivity may also reinforce surface learning study 

tactics focused on memorization rather than a deep foundational understanding (Baeten et 

al., 2010). Direct instruction lectures involve largely one-way transmission of information 

from teacher to students. While it may seem ef�icient for offering the content, this approach 

reduces opportunities for active participation, dialogue, or deeper cognitive engagement 

(Chi, 2009). Students end up playing a receptive role focused on auditory and note-taking 

tasks rather than interactive discussion, debate, collaborative discovery or problem-solving 

seen in active learning (Freeman et al., 2014). According to the same source, results differ 

dramatically when active learning is employed; it seems to be a factor that increases 

examination performance and decreases failure rates compared to traditional lecturing for 

STEM-related courses. Freeman et al. (2014) identi�ied a performance increase of .47 
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standard deviations on student examination when students engaged in active learning 

practices, with students in traditional lecture-based classes being 1.5 times more likely to 

fail than students in classes with active learning. Moreover, active learning is effective across 

all class sizes, but the greatest effects are observed in small classes. The results support 

active learning as the preferred teaching practice in regular classrooms and raise questions 

about the continued use of traditional lecturing as a control in research studies.  

While lectures have merits in speci�ic applications, over-reliance in standard classrooms 

limits generative thought, restricted to lower-level cognitive processes. Promoting critical 

thinking and self-directed engagement implies balancing transmission models with 

increased learner empowerment (Kahl & Venette, 2010).  

2.5.3 Standardised testing and learning  

Classrooms often focus instruction around high-stakes, standardised tests. This encourages 

teaching to the test and obstructs a deeper, more enriching approach to instruction and 

learning that could lead students to develop deeper learning competencies (Au, 2011). With 

schools judged based on aggregate test performance, preparing students for state exams 

often becomes teaching's de facto –if not explicit– aim (Barnes et al., 2000). Consequently, 

the �ixed scope of knowledge and skills assessed constrain classroom priorities and activities 

to focus intensively on drilling students for tested content rather than broader conceptual 

development or thinking skills (Firestone et al., 1998). Beyond test-taking pro�iciencies, 

learning how to craft evidence-based arguments, analyse diverse perspectives, solve ill-

de�ined problems or self-monitor understanding tend to receive diminished emphasis when 

instructional time is narrowed to a "teaching to the test" approach (Popham, 2001). 

While standardised assessment data offers accountability bene�its, experts argue wider 

competency-based evaluation better captures the range of higher-order learning goals like 

critical thought, metacognition, collaborating productively, persistently overcoming 

obstacles, and communicating clearly (Rotherham & Willingham, 2010). Thus refocusing 

instruction, curriculum, and testing on developing such multilayered expertise could help 

shift classrooms from punitive exam factories toward incubators cultivating creative, self-

directed lifelong learners (Sahlberg, 2010). More balanced assessment frameworks may 

likewise restore teaching’s emphasis on igniting individual passion and potential rather than 

uniform test results. 
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2.5.4 Rigid, industrialised model  

The regimented organization of traditional classrooms - with lectures delivered to rows of 

quiet students timed to bells - echoes factory production lines, oriented towards ef�iciency 

and control rather than meaningful engagement; re�lecting an outdated industrial model 

rather than how people best learn (Robinson & Aronica, 2018; Tyack & Tobin, 2016) and 

rather than re�lecting contemporary insights into effective learning (Labaree, 2011; Reich et 

al., 2020). This standardised industrial-era model engraves conformity, obedience and rote 

knowledge acquisition; it sti�les creativity, active participation, passion for discovery and 

development of social-emotional skills (Jennings & Greenberg, 2009). 

Current learning sciences recognise knowledge as socially constructed through guided 

participation in communities, not merely transmitted from expert to novice (Salomon, 

1997). Students engage in higher-order critical thinking and problem-solving via 

collaborative dialogue and peer learning, which struggle to thrive within rigidly controlled 

hierarchies that �ixate on metrics of content delivery over meaning-making (Dole, 2017). 

Contrastingly, high-performing educational systems credit success to learner-centred 

policies fostering class discussion, project-based learning and passion-driven inquiry while 

balancing structure with autonomy support tailored to individuals and teams (Darling-

Hammond et al., 2020). 

2.5.5 Poor feedback  

Classroom setting may also hinder effective and productive feedback, in numerous ways. 

Teachers, bound to speci�ic curriculums, often overcumbered by the workload of delivering 

learning content to a large number of students end up struggling to follow up with their 

progress, and fail to deliver productive feedback to their students; they often resort to 

delayed, vague, or solely quantitative feedback (i.e. grades), which has been the mainstream 

in classrooms for many decades and has been measured to be less effective than 

personalised, verbal feedback, impeding both motivation and performance of learners 

(Lefevre & Cox, 2016; Tsirides, 2022). However, feedback plays a substantial role in learning. 

Formative feedback that directly addresses learners’ just-completed work with targeted, 

corrective guidance in real-time consistently improves learning outcomes (Marwan et al., 

2022). 

These are just a few of the most prominent de�iciencies that arise in classrooms, which most 

of the time end up promoting rote learning, memorisation, super�icial learning, inadequate 
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cultivation of critical thinking, and poorly motivated students. Proponents of personalised 

learning argue new approaches like personalised instruction, project-based learning, 

adaptive technology, and student-driven learning address these inherent limitations. 

However, others maintain the classroom endures because it provides structure, socialization, 

and a shared community of learning when executed effectively. There are merits to both 

viewpoints in the ongoing debate over the effectiveness of the classroom model, however, it 

is widely accepted that the shortcomings of the traditional classroom models need to be 

tackled. 

2.6 Evidence for superior results from 1-to-1 tutoring 
Bloom (1984) identi�ied the enhanced ef�icacy of 1-to-1 tutoring in his seminal paper known 

as “The 2-sigma problem”. Bloom describes the work of two doctoral students Anania (1982, 

1983), and (Burke, 1980) who compared student learning in a conventional 30-person with 

one tutor whole class, used as a control, to two alternative methods: mastery learning and 

individual 1-to-1 tutoring. In mastery learning classrooms of around 30 students, formative 

tests were used for feedback and corrective work before parallel versions were given to 

check for mastery. In tutoring conditions, each student worked consistently with an 

individual tutor using the same formative test and corrective procedure approach. Through 

randomised experiments in grades 4, 5, and 8 in probability and cartography, lasting only 11 

class periods over 3 weeks, they found substantial differences in �inal achievement between 

conditions. Tutored students averaged 2 standard deviations higher than conventional 

classes, with over 98% exceeding typical control students. Mastery learning averaged one SD 

higher, with 84% exceeding typical performance. The variation in scores also decreased 

dramatically in the enhanced conditions. Positive impacts were also found on student time 

on task and attitudes. Aptitude-achievement correlations dropped from +.60 in conventional 

classes to +.35 in mastery and +.25 for tutoring, showing prior measures became less 

predictive. The key conclusion was that the average tutored student performed at a level 

reached by only the top 2% of those in traditional instruction. The author argues that this 

demonstrates that most students can potentially achieve much higher levels of learning if 

optimal conditions like 1-to-1 tutoring are offered to them. Therefore, the "2 sigma problem" 

poses the challenge of �inding feasible and affordable education models that can enable the 

level of learning gains seen from individualised tutoring, but on a larger scale. 
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2.6.1 Human tutors vs computer tutors 

There are several attitudes regarding how well computer tutors perform compared to 

human counterparts, and which factors contribute to these performance discrepancies or 

similarities, which �luctuate across domains. Vanlehn (2011) examined a comprehensive set 

of prominent theories leading to the popular belief that a human tutor would most probably 

outperform a computer tutor when they both deliver the same content, leading to a key 

question for ITS developers: “What are human tutors doing that computer tutors are not, and 

why are they more effective?”.  

In order to customise their tutoring to suit each student's needs human tutors often try to 

understand the speci�ic areas where a student lacks competence or has misunderstandings. 

However, it is important to note that this hypothesis has not been validated. Human tutors 

typically do not understand which knowledge components their students have yet to master. 

They are seldom aware of any misconceptions, false beliefs or faulty skills that the students 

may have (Chi et al., 2004; Putnam, 1987). They rarely ask questions that could help identify 

misconceptions held by individual students (McArthur et al., 1990; Putnam, 1987). They 

tend to modify their behaviours towards learners only when they identify errors or 

misconceptions, failing to do so when they identify mastery (Sleeman et al., 1989). Finally, 

staying for prolonged periods of time with the same students does not seem to improve their 

effectiveness, despite the intuitive assumption that it could offer them a better 

understanding of their student’s strengths, weaknesses and preferences (Siler, 2004). 

Another popular misconception is that human tutors are more successful than computer 

tutors because they can choose tasks that meet each student’s needs. However, research 

indicates that human tutors typically follow a predetermined curriculum script, adjusting 

the pace of instruction based on their assessment of students' understanding of the material 

(Chi et al., 2008). Another hypothesis suggests that human tutors employ strategies, like 

Socratic irony, reciprocal teaching, and the inquiry method. However, studies have revealed 

that these strategies are rarely utilised in tutoring sessions conducted by humans suggesting 

that it is not these tutorial techniques alone that explain why human tutors outperform their 

computer counterparts (Ohlsson et al., 2007; Woolf et al., 2008). 

Another theory is that human tutoring allows for mixed-initiative dialogues in which the 

student can ask questions or change the subject, an option that –supposedly– an ITS cannot 

offer. However, analyses of human tutorial dialogues have revealed that, while students take 
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the initiative more frequently than in classroom settings, the frequency remains low (Chi et 

al., 2001; Graesser et al., 1995). 

Human instructors understand the subject better than machine tutors since they can explore 

related ideas and provide more detailed explanations for complex issues, that students may 

�ind counterintuitive and hard to grasp. These conversations, however, are uncommon when 

teaching cognitive skills (Merrill et al., 1995). When teaching less procedural subjects, 

human tutors frequently provide deeper explanations; yet, cutting off such explanations 

does not affect learning gains (Chi et al., 2001; Graesser et al., 1995). Human tutors may not 

always demonstrate their deeper and broader expertise during tutoring, and when they do, 

it does not appear to result in signi�icantly bigger learning gains. As a result, while human 

tutors have a larger and deeper understanding, they may not always deliver the same level of 

explanation (Vanlehn, 2011). 

The effectiveness of human tutoring might be linked to increased student motivation 

(Cordova & Lepper, 1996) although it is unclear how these strategies impact learning; the 

common perception is that praising is a motivational approach often associated with higher 

interest and better learning outcomes while computer-generated praise may have limited or 

negative effects (Vanlehn, 2011). However, the in�luence of tutors’ praise on students is 

complex and could potentially hinder learning progress (Boyer et al., 2008; Henderlong & 

Lepper, 2002). Additionally, some tutors provide feedback for incorrect answers, which may 

impede learning but boost students' belief in their abilities (Lajoie et al., 1993). 

Another theory is that human tutors assist students by monitoring and correcting their 

reasoning. If the student appears to be making progress, the tutor does not intervene; but, if 

the student becomes stuck or makes a mistake, the tutor can assist the student in resolving 

the lack of knowledge and getting back on track. Contrastingly students who use a computer 

may build up a long line of reasoning that leads to a false response, and then struggle to 

uncover the mistakes in their reasoning and �ix their knowledge (Vanlehn, 2011). An 

immediate intervention provided by human coaching makes it much easier for pupils to 

identify and correct faults in their thinking (Merrill et al., 1992). Similarly, human tutors may 

provide “scaffolding” to their tutees, i.e. assist them during the reasoning process by asking 

mediating questions or ‘hints’ that help them think and provide explanations on their own, 

without giving them an answer straight away (Chi et al., 2001; Graesser et al., 1995; Merrill 

et al., 1995). According to (Vanlehn, 2011) the argument regarding immediate feedback and 
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scaffolding may provide a credible explanation for why human tutoring is more effective 

than computerised tutoring, unlike all the previous. 

Wang et al. (2023) conducted a systematic literature review examining research on the 

applications and effectiveness of intelligent tutoring systems (ITS) in real educational 

contexts using social experimentation methods from 2011–2022. The authors conducted a 

comprehensive search across four databases, which yielded 40 relevant studies that met the 

inclusion criteria of using social experiments to evaluate ITS in real settings with suf�icient 

sample sizes and intervention durations. 

A social experiment approach allows causal claims about an intervention's effectiveness by 

implementing it in an authentic educational environment while controlling for confounding 

factors (Riecken et al., 1974, pp. 5-9). The reviewed studies spanned K–12, higher education, 

and adult learning contexts, with secondary and postsecondary education being the most 

common. ITSs were applied in diverse subjects, especially math, languages, and science. The 

majority of experiments (which accounts for over 60%) occurred in the United States, 

revealing a geographical imbalance in ITS research globally (Nye, 2015). The scope of ITS 

functionalities focused on tutoring, personalization, assessment, conversation, and games. 

Cognitive Tutors were the most widely studied system. 

In terms of methodology, the reviewed experiments utilised mixes of quasi-experiments, 

RCTs, natural experiments, and longitudinal designs with sample sizes ranging from 100–

3000+ students over 8 weeks to 5+ years. The most common benchmark was comparing ITS 

to "business-as-usual" instruction without ITS. Learning performance was the predominant 

outcome measure, with 90% of studies examining impacts on achievement. 

Results were mixed, with 62.5% of experiments �inding positive effects of ITSs on learning, 

37% showing no differences, and 12.5% demonstrating negative effects relative to 

comparison conditions. Limited evidence existed for impacts on other outcome variables 

like help-seeking, engagement, and teachers’ perceptions. The authors synthesise the 

challenges of social experiments with ITSs, including student attrition, individual 

differences, technological constraints, methodological complexities, maintaining �idelity, and 

teacher adaptation needs (Wang et al., 2023). Overall, the review reveals that ITSs can 

positively in�luence learning, but their effectiveness depends on contextual and 

implementation factors. The authors advocate for more rigorous, globally diverse ITS 

research that attends to student processes and uses social experiments to make causal 

claims. 
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Another systematic review by Al-aqbi (2019) examining 45 studies and a total of 12,105 

students using ITSs vs controls who only attended traditional teaching approaches, showed 

a clear advantage for the use of the former, in a variety of �ields, such as math, physics, 

physiology, computer science and more. According to this study, this edge may be attributed 

to the ability of ITSs to satisfy the requirements of students who may feel discouraged and 

unable to achieve their educational goals in conventional education systems, by offering a 

personalised learning environment in which students may create more learning approaches 

than standard teaching methods. 

2.7 Education & AI: new tools for tackling the problems 
of classroom teaching 

One-on-one tutoring, feedback, progress monitoring and cooperative learning may offer 

signi�icant bene�its over traditional classroom teaching, in terms of achievement 

(Dietrichson et al., 2017), however in many cases it may be available to people with higher 

socio-economic status (SES). As it is not feasible to generalise the one-to-one tutoring to all 

students, it is crucial to come up with interventions that offer some form of personalisation 

to more students, regardless of their SES, with AI-powered ITS being a means of 

democratisation of quality personalised education (Kucirkova & Leaton Gray, 2023), even 

when only limited funds are available (Muranga et al., 2023). Recent �indings comparing 

learning outcomes with the use of ITSs vs learning in traditional settings are promisingly in 

favour of the former (Akyuz, 2020; Kulik & Fletcher, 2016; Wang et al., 2020).  

With the rise of Generative AI (GAI), researchers are now exploring ways to use arti�icial 

intelligence to improve teaching and learning, by incorporating GAI chatbots into ITSs, thus 

taking advantage of ‘the best of both worlds’; the extremely natural, sophisticated 

conversational ability and original, real-time content generation, with the ITSs ability to 

model each student's knowledge and give personalised feedback and lessons based on 

constant assessments (Sharples, 2023). Work is ongoing into automatically generating 

questions for these AI tutors - methods based on understanding language structure look 

most useful so far (Ferster, 2022; Sharples, 2023).  

These developments are quite recent and the lack of empirical evidence regarding the 

impact of GAI-enhanced ITSs does not allow any conclusive assumption; however, the 

abilities of chatbots and their fast-paced improvement are promising. By streamlining them, 

both generative chatbots and ITSs have the potential to improve education in the future. 
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However, there are still signi�icant ethical and technical obstacles to overcome, such as 

ensuring that the systems interact organically and that learning is promoted fairly for every 

student (Chauncey & McKenna, 2023).  

Chauncey and McKenna (2023) claim that qualitative evaluations show great promise for the 

usability of the now widespread ChatGPT 3.5, as expert humans rated the text outputs of the 

system in terms of linguistic quality and accuracy of information to be in accordance with 

the English Language & Arts (ELA) standard used in the schools of the state of New York. 

Recently, GPT-4 which is the latest iteration of OpenAI’s LLM, reported an above-human 

average performance on a variety of standardised academic measures (see Figure 3). 

 

 

Figure 3: GPT performance has been reported as of human level on numerous standardised  
academic performance tests (OpenAi, 2023) 

 

However, according to the same technical report “it still is not fully reliable (it “hallucinates” 

facts and makes reasoning errors). Great care should be taken when using language model 

outputs, particularly in high-stakes contexts” (OpenAi, 2023, p. 10) 

To facilitate a functional, ethical and responsible incorporation of AI into the educational 

system,  (Gibson et al., 2023) proposes a three-level learning model that synthesises and 
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integrates current learning theories. It uses arti�icial intelligence (AI) to improve educational 

methods. A causal learning process is included in the model, which describes how learning 

takes place at the micro, meso, and macro levels. It is in�luenced by developmental 

psychology, computational biology, instructional design, cognitive science, complexity 

theory, and sociocultural theory. The micro level is characterised as an individual's core and 

minimum process of learning, advancing through four levels with four connecting dynamics. 

The meso level focuses on teamwork and knowledge communities for collaborative learning. 

It reinterprets micro-level mechanisms from Piagetian and Kauffman concepts into terms 

from collaborative learning that are more readily recognised. The macro level takes into 

account cultural historical action as well as cultural change. 

The results from these studies may suggest that developing AI systems to enhance teaching 

and learning, may require increased collaboration between educators and AI specialists. 

When human teaching is unavailable, technology may make it possible to create cognitive 

assistants for learning that would relieve tutors of laborious tasks so they can concentrate 

on coaching and mentoring students. It may also make it possible to give students learning 

opportunities options in more relaxed settings, outside of classrooms. AI may offer the 

potential to revolutionise the �ield of education. Yet, research is still in its infancy. It will take 

work to �igure out how students learn best as we attempt to create arti�icial mentors and 

tutors. 

The implementation of the three theories presented in this study in an ITS may be a 

computational challenge, and one may wonder why not using a less computationally 

sophisticated approach such as a Feedback Loop combined with a simple ZPD-based 

algorithm; feedback in natural language has been documented as having promising results 

on learning environments, even when teachers are not physically present when using 

advanced parsers of Natural Language Processing (NLP) techniques (Troussas et al., 2023). 

Self-Determination Theory (SDT) may be a framework that better explains the interaction 

and change in the content of the goal, motivation in the pursuit of that goal, and the self-

regulatory processes through which the goal is pursued. It focuses on the degree to which 

behaviours are enacted with a sense of volition, as opposed to feeling controlled by external 

actions or internal compulsions. More speci�ically, Day et al. (2022, pp. 3-4) suggest that the 

SDT characteristic associated with higher ef�icacy in Self-Regulation interventions is 

competence, especially when encouragement and feedback are provided. Challenge, as a 

component of competence, also contributes to the strength of the effect. According to the 

same source, autonomy is also present in effective interventions, but its speci�ic impact on 
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SR development is not well-established; however, there seems to be less evidence to support 

the SR effects of relatedness, indicating that more research is needed for successful 

intervention results. Nevertheless, it should be stressed that there have been some 

modelling attempts of other motivational theories into ACT-R cognitive architecture, such as 

the Expected Value of Control (EVC) theory (Yang & Stocco, 2023). The EVC theory of 

motivation and the SDT theory of motivation share some similarities and differences. Both 

theories acknowledge the signi�icance of motivation, in in�luencing behaviour (UÜ nlü, 2023). 

However, the EVC theory primarily focuses on how expectancy, value and cost impact 

motivation (Knee & Browne, 2023), whereas SDT highlights the importance of autonomy, 

competence and relatedness, in fostering self-determined motivation (Mercader-Rubio et al., 

2022). According to the EVC theory individuals feel motivated to participate in activities that 

they anticipate will lead to desired results and hold value. SDT, on the other hand, puts the 

need for satisfying the basic psychological needs for autonomy, competence, and relatedness 

are satis�ied at the epicentre of motivation. Moreover, EVC theory emphasizes the role of 

cost-bene�it equilibrium, suggesting that individuals balance the effort needed and the 

resources required to engage –or not– in an activity (UÜ nlü, 2023). SDT does not explicitly 

consider the concept of cost in its framework, differing in its focus and conceptualisation of 

the underlying factors that drive human behaviour. Freund and Lohbeck (2021), by taking 

advantage of the fact that SDT is considered a continuum (which, in turn, is re�lected by the 

Relative Autonomy Index that can be expressed in a linear scale), propose an Item Response 

Theory (IRT) based model which assesses a learner’s attitude congruency to the SDT four 

aspects. The basic concept of IRT models (or latent trait models) is that there is an 

underlying property, such as a skill, knowledge, or attitude, that is re�lected in each answer 

to the items of a test or survey that can be modelled as a function of the responder’s attitude 

and the item properties. IRT models are much more complex and computationally 

demanding, however, given the increase in computational power and data richness, it may be 

bene�icial to incorporate them in contemporary Cognitive Architectures like ACT-R. 

2.8 Aspiration & research strategy 
This prospective study aspires to examine and propose a theoretical framework for the 

creation of Intelligent, AI-driven, adaptive tutoring systems (e.g. cognitive assistants, smart 

educational material aggregators, smart reminders) using the aforementioned constructs 

and theories (i.e. Zone of Proximal Development, Self-Determination Theory, and Self-

Regulation) in order to motivate middle childhood students of age 8-12, by promoting 
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autonomy, enhancing competence and relatedness and by strengthening Self-Regulation, 

while keeping them into optimal learning states, as described by ZPD). No ITS using machine 

learning techniques supported by the theoretical frameworks proposed in this study could 

be identi�ied as of the writing of these lines in the literature. As a result, by aiming to offer 

some fundamental design principles for a cognitive assistant that are supported by some 

widely accepted theories that have gained footing in motivation and learning, this work 

contributes to the �ield of ITS-facilitated learning.  

Up to this date, only a handful of studies have attempted to incorporate some of the 

aforementioned theories into ITSs (see: Wei et al. (2021), Vainas et al. (2019), Pratama et al. 

(2016), Ballard and Butler (2011)), with even more limited literature for ITS for elementary 

school children. This study aspires to contribute to the topic of cognitive systems for 

education by approaching their design concept using an integrative, unitary model which 

encapsulates all three contemporary psychological theories and constructs and to propose 

some basic design principles of intelligent tutoring systems. However, this study will con�ine 

itself to the theoretical psychological framework and propose strategies and design 

guidelines, leaving aspirational space for computer engineers and programmers to design 

the software for ITS, using new or already available resources. This study will use a dual 

research strategy in an attempt to devise a theoretical outline for cognitive assistants for 

educational purposes by synthesizing well-known means of computerised or mobile-based 

paradigms that seem to perform well in helping 3rd to 6th-grade elementary students learn.  

On the one hand, it will try to �ind convergence points in the literature on the described 

theories to propose a model that is computationally plausible, ef�icient, effective, 

programmer- and user-friendly.  On the other hand, the study will attempt a hands-on 

approach by employing surveys and experimental designs to preliminary tap into 

similarities and collinearities in the proposed SDT and EF instruments and to the relevant 

population, i.e. middle childhood pupils of age 8-12 and their parents or teachers; by doing 

so, the researcher will attempt to pinpoint the strongest associations between items and 

factors and converge on a minimal set of variables and predictors which in turn may lead to 

an ef�icient computational design model. The decision to include self- and evaluator-

reporting means along with performance-based cognitive task attempts to investigate the 

underlying cognitive processes that children employ while using CALSs on the principles 

employed by Azevedo et al. (2017) and Winne (2014) by employing self-reports assessing 

learners' self-perceptions of strategy usage, metacognition, motivation, and emotions. 
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2.9 An overview of the cognitive architecture for the 
proposed model 

To create a theoretical model of an ITS based on a Cognitive Architecture that incorporates 

(a) the basic modules that the prominent Cognitive Architectures like ACT-R (Laird, 2019; 

Laird, 2022; Laird et al., 2017; Laird et al., 1987) and SOAR include, while (b) adding some 

dedicated modules that utilise the macro-theory of Self-Determination Theory and its 

application in the cultivation of intrinsic motivation (b) and some dedicated modules that 

utilise the theory of effortful control to enhance self-regulation and (c) use Vygotskyan 

principles of Zone of Proximal Development and Scaffolding to promote learning in an 

optimal matter for middle children (age 8-11). 

The ITS proposed should no use wirings or sensors that monitor e.g. skin responses, as that 

should require specialised hardware, but may use sensors like cameras or microphones and 

also lingual inputs from the mouse and keyboard, and use widely known NLP techniques like 

sentiment analysis to tap into the affective, motivational and learning states of the users 

while during usage. 

The objective is to develop a theoretical model for an ITS that draws upon current 

knowledge of human psychology, using a biologically inspired cognitive architecture, while 

attempting to maintain computational plausibility, by minimizing the model to an extent that 

impacts its potential real-life performance the least. Through the process of emulating the 

cognitive processes of the human mind, the cognitive architecture may be able to enhance 

the natural and ef�icient behaviour of a digital tutor. The integration of many cognitive 

science ideas serves as an initial foundation for the development of an assistant that exhibits 

enhanced learning and reasoning capabilities like those of a human being. 

Cognitive architectures encompass theoretical frameworks that aim to replicate the 

cognitive processes and information-processing mechanisms observed in the human mind. 

Throughout the years, numerous designs have been developed, each grounded in distinct 

theories of cognition. However, the primary objective of these endeavours is to replicate 

human cognitive processes in a manner that can provide guidance to arti�icial intelligence 

and machine learning systems (Vernon, 2014). Currently, two prominent frameworks in the 

�ield of cognitive research are ACT-R and SOAR. The SOAR framework is predicated on the 

notion that the human brain employs elementary if-then production rules to determine 

appropriate responses to stimuli. Furthermore, it serves as a representation of Working 

Memory, wherein individuals engage in the active storage and manipulation of information 
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(Laird, 2019; Laird et al., 1987). On the other hand, the ACT-R framework decomposes 

cognition into distinct modules that collaborate synergistically, analogous to the functional 

segregation observed in various brain regions responsible for different cognitive processes 

(Anderson, 2007; Ritter et al., 2018). The architectural framework under discussion in this 

study is informed by both the SOAR and ACT-R models, however, in its organisation, it is 

most similar to the latter; this strategy is commonly referred to as a hybrid approach 

(Kotseruba & Tsotsos, 2020). Additionally, several aspects of the design were derived from 

established ideas of memory and attention; i.e. the Multi-store model of memory (Atkinson 

& Shiffrin, 1968), the model of Working Memory (Baddeley, 2000; Baddeley, 2014; Baddeley 

& Hitch, 1974), and Semantic and Episodic memory theory (Tulving, 1985; Tulving & 

Markowitsch, 1997). The notion that distinct stores exist for short-term and long-term 

memory is a prevalent concept in cognitive architecture design, as it allows for a clean-cut 

allocation of resources and categorization of data. Also, the model uses an attention module 

that is inspired by prevalent attention theories and models (Jonides, 1981; Posner, 1980; 

Treisman, 1969; Yantis et al., 2002). ACT-R architecture serves as a highly commendable 

basis for the development of intelligent tutoring systems (ITSs) due to its exceptional ability 

to meticulously examine cognitive processes at a �ine-grained level (Anderson, 2007). This 

characteristic aligns with the meticulousness often observed in laboratory studies. 

Furthermore, ACT-R can seamlessly integrate these distinct cognitive components into a 

comprehensive model, thereby enabling the modelling of intricate and multidimensional 

cognitive phenomena (Dimov et al., 2019; Laird, 2022). Due to this characteristic, it 

establishes a plausible connection between fundamental cognitive psychology and the �ield 

of education as it was speci�ically designed to serve as a versatile framework that can be 

applied in various settings, including education (Ritter et al., 2018; Ritter et al., 2007). In 

recent years, it has been extensively utilised as the basis for a new wave of ITSs. These 

strategies have demonstrated ef�icacy in enhancing student learning outcomes, hence 

substantiating their value in the realm of education (Anderson & Gluck, 2013). 

2.10 System organisation 
The Cognitive Architecture proposed in this study is organised into three main parts, which 

in turn are subdivided into more specialised modules, responsible for handling information. 

A visualised description can be seen in Figure 4. 
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Figure 4: A visualised description of the proposed cognitive architecture 

 

2.10.1 The Physical Substrate 

The Physical Substrate represents the basic sensory interface between the system and the 

external environment including the user (Vernon, 2014). This physical linkage relies on 

sensors for input perception along with actuators for executing system decisions via 

observable output channels.  

The included sensors encompass the full range of human sensory modalities, extracting 

visual, auditory, haptic and textual stimuli from the scene. Camera input registers settings 

and user appearance, microphones capture verbalizations, mice and touchpads capture 

motions and haptic inputs, and text input devices log typed entries. The proposed system 

avoids other sensors that could also relay signals from emotion detectors or neuro-imaging 

devices used in earlier systems like MetaTutor (Azevedo et al., 2022), as per this aspect, it 

favours simplicity, availability, plausibility and non-intrusiveness over perceptual richness. 
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These gathered data streams are intended to �low continuously amid user interaction, 

encoding rich details on identity traits, knowledge states, emotional expressions, 

comprehension markers, or misconception cues observable across channels (Anderson, 

2007; Paas et al., 2003). Videos of facial movements and vocal �luctuations demonstrate user 

reactions. Environmental data (e.g. temporal or locational information) may also hold 

valuable educational context, as they may be indicators of a learner’s habits. 

Output channels subsequently relay customised feedback tailored to contextual needs, 

current states, and interaction history. Modalities span verbal dialogue, graphical 

illustrations, query exercises, incentive cues and performance summaries with explanatory 

rationales (Graesser et al., 2018; Graesser, 2016; Graesser et al., 2005). 

This collective input/output cycle fuels an active sensorimotor loop enabling tight 

interactivity aligned with the broad scope of human communication and expression 

modalities It grounds system representation within the external learning environment. 

2.10.2 Short-Term Memory 

The Short-Term Memory (STM) is located on top of the Physical Substrate. This section is in 

charge of handling sensory data in a specialised module called Sensory & Action Memory 

(SAM) for retaining and assessing information during and shortly after the user interaction, 

as well as a specialised Language Module for performing natural language processing 

actions on lingual input (spoken, written, or typed). It also has another sub-section called 

Working Memory (WM) that stores the present state. The Working Memory (WM) contains 

an Attention and Perception Module (APM) that directs the corresponding modules and 

resources to where they are most needed, as well as a Central Executive (CE) that controls 

the interaction between the Working Memory and the LTM, including memory consolidation 

and retrieval (Vernon et al., 2007). 

a. Sensory and Action Memory  

The Sensory and Action Memory (SAM) stores input obtained from the outside environment 

via sensors for a brief amount of time, long enough to identify and forward to higher-level 

modules of the Working Memory. This module does just basic data processing, such as 

encoding and categorization. A higher-level module in the WM does the actual �iltering of the 

information (which corresponds to human perception and attention) later in the system.  
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Language and Sensory Information Modules 

The SAM is made up of two modules: the Sensory Information Module (SIM), which stores 

visual, aural, and input data from sensors, and the Language Module (LaM), which 

specialises in language analysis. This kind of specialisation is required since the system is 

intended to deal with linguistic data. This is also true for the human brain, which has 

language-processing and production modules such as the Broca and Wernicke regions 

(Eysenck & Keane, 2015). The SAM and LaM modules collaborate to extract data from 

sensors, which is subsequently passed on to the WM's Attention and Perception Module. As 

recent developments in LLMs are exponential, this module may be utilised in novel and 

ef�icient ways to understand human language in an extremely �ine-grained manner (OpenAi, 

2023). 

The Actuator 

The Actuator is similar to the Motor Cortex of the ACT-R (Anderson, 2007; Laird, 2022) is the 

module in charge of making the ultimate decision and carrying out the orders given by the 

Central Executive and the Strategy and Decision-Making Modules of the WM. The Actuator 

will begin delivering output depending on the most successful available method. The 

Actuator, like the SAM, only keeps data for as long as it is required to generate the output for 

the user before discarding it. Sounds, voice, written material, graphics, quizzes, exercises, 

incentives, and prizes may all be used as output. Again, LLMs and GAI in general offer 

opportunities for unprecedently re�ined, customised outputs (Porsdam Mann et al., 2023). 

b. Working memory  

Working Memory (WM) is a part of the brain that is in charge of keeping and processing 

information (Anderson, 2007) provided by the SAM and LaM, as well as pushing information 

towards them. The Central Executive (CE), the Action and Perception Module (APM), and the 

Strategy and Decision-Making Module (SDMM) are all parts of it. 

The Central Executive 

The Central Executive (CE) is a critical component that regulates the relationship between 

Long-Term Memory (LTM) and WM, consolidates, or decomposes information and 

determines whether a memory will be retained in LTM and in which module, or discarded 

altogether. The CE also selects which memories will be recovered from the LTM and which 

will be stored by using a consolidation and retrieval procedure. These two processes analyse 

the effect and resemblance of a current event, fact, procedure, or emotion in the learning 
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process and determine whether memory should be consolidated into the LTM or retrieved 

from it. The CE is also in charge of tagging LTM memories (Vernon et al., 2007). These tags 

may be symbolic, i.e. qualitative (for example, the memory "Athens" is tagged with 

"geography", "capital", "Greece", and so on) or subsymbolic i.e. qualitative (for example, a 

rule may have a numerical rating of 1 indicating success and 0 indicating failure, with values 

ranging from .01 to .99 in between). In comparison to the function of a human brain, the CE 

can be classi�ied as a System 2 module (Conway-Smith & West, 2022), which means it is 

slower and specialises in higher-level operations that demand complex thinking. 

The Attention and Perception Module 

The Attention and Perception Module (APM) is in charge of assessing and analysing sensory 

data, as well as directing attention to the most relevant input from Sensory Memory and 

Long-Term Memory (LTM) (Ritter et al., 2018). With a Consolidation Mechanism, the APM 

collaborates with the CE to assess the in�luence of a current event, information, procedure, 

or emotion on the learning process and determine whether it will be categorised and 

maintained in the LTM. In addition, the APM works with the Central Executive for Retrieval. 

It detects and retrieves the resemblance of a current event to a previous event, information, 

process, or emotion stored in the LTM, resulting in a comparable set of strategies, choices, 

and behaviours. The APM monitors environmental stimuli and employs the mechanism to 

compare them to existing data from the LTM by reading their tags and allocating resources 

where they are most required (Lieto, 2021). The tags may either be qualitative or 

quantitative. For example, if the visual sensor sees a map of France, the APM will compare 

the data from the Sensory Module to what is accessible in the LTM, discover anything 

comparable, and read its tags. If the tags are "France" and "Map," the memory will be 

retrieved, and resources will be directed to semantic content with the same tags. Apart from 

similarities, it may also evaluate signi�icance. If, for example, the map is shown in the context 

of computing the surface area, the relevance is minimal, the memory is not recovered, and 

the module accesses the LTM for more relevant data.  

The APM is a System 1 module (Conway-Smith & West, 2022), which implies it is primarily 

in charge of quick action and decision-making. This module has direct connectivity (a 

shortcut) to the Emotional memories in LTM to mimic the immediate actions that may be 

prompted by emotionally strong stimuli or memories. 
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Strategy and Decision-Making Module 

This module communicates with the Central Executive and generates an action strategy by 

categorising possible strategies from the LTM (i.e., Procedural memory information in the 

form of rules). The Strategy and Decision-Making Module (SDMM) categorises regulations 

based on their evaluations as more or less effective, depending on their result. It then sends 

the data to the Actuator, which retrieves or generates output for the user. If the strategy is 

successful, it receives a positive rating, and the tag is modi�ied and put in the LTM's 

Procedural memory with a new higher value. The SDMM is the module in which the ZPD, EF 

and SDT strategies are executed, by retrieving metrics from the LTM memory modules and 

�itting them into current situations and goals, thus devising a short-term micro-strategy each 

time it is needed (Anderson, 2007). 

The proposed architecture comprised of the modules described draws inspiration from the 

existing ACT-R architecture to a large degree; however, it proposes a set of specialised 

modules, that may help the classi�ication of data, as they may provide a clear picture for 

assessment and improvement. However, it is not intended to become a rigid hardware or 

software design, but rather outline basic functionalities for a ITS system focused on learning 

with speci�ic purposes and features. 

2.10.3 Long-Term Memory 

The Long-Term Memory (LTM) has four distinct sub-modules: the Semantic Memory module, 

which keeps concepts and knowledge; the Episodic Memory module, stores past events; the 

Emotional Memory module, keeps representation of emotions connected to events and 

knowledge, and also conditions the system to respond quickly to strong emotional input;  

the Procedural Memory module, saves skills and actions in the form of chunks of rules. These 

sub-modules may hold user-related data but also may have access to a centralised database 

holding information from the interaction of the systems with other users. The system may 

also have �iltered (i.e. moderated) access to general knowledge databases, and search 

engines. 

a. The Semantic Memory module 

Factual information important to the role of the tutoring system is kept in this module, such 

as the full curriculum of the user’s classes (e.g. science, , literature, history, geography, math 

etc.) but also educational material such as exercises, documents etc. Some of these info may 

be injected to the system before launching it, or retrieved from databases, upon determining 
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user information, such as their age and class. Data may be tagged by subject to accommodate 

easy retrieval and storage. Old and new knowledge from curriculums may also be tagged as 

“known” or “not known” to the user using a numerical value ranging from 0 (=”completely 

unknown”) to 1 (=”mastered”).  

b. The Episodic memory module 

Past events and user experiences are saved here, also classi�ied with tags and ratings (e.g., -1 

= “absolutely negative” to 1= “absolutely positive”), with all the in between values. This 

module is vital for maintaining instances of success and failure, which are important to keep 

track of the user’s performance.  During the user’s learning process, all matching sets of 

production rules that �ired and led to some outcomes are sorted here, rated with any value 

from 0 to 1 corresponding to successful or unsuccessful, and the impact on the user’s 

emotional and motivational states. 

c. The Emotional memory module 

As the relation between emotion and learning is strong, with the former acting as an 

covariant for the latter; this applies not only to humans, but also to machines (Kowalczuk & 

Czubenko, 2016; Minsky, 1988). Also, emotion may describe motivation. As intrinsically 

motivated actions, may bring more joy, whereas externally motivated actions driven by 

pressure or obligation, may cause frustration, this memory module may also rate user 

emotions that re�lect their motives, by recognising words and phrases like “I have to”, “I 

must”, “I want” and “I like” (Deci & Ryan, 2008). This module may also keep track of the 

user’s self-regulation during learning (Azevedo et al., 2017; Rothbart & Rueda, 2005), which 

can be measured by �inding patterns in usage, tasks commitment, self-reporting etc. 

d. The Procedural memory module 

The system uses a hybrid approach; the system may start with a basic set of prede�ined rules, 

based on the proposed theoretical frameworks for self-regulation and motivation, while 

striving to keep the learner into an optimal learning zone. However, as the system ‘grows’ 

along the user, an emergent (Vernon, 2014) approach is embraced which helps it adapt to 

their knowledge and learning pro�ile. As such, this module keeps the initial set of rules, 

which are updated or replaced as the system adapts and learns. This may be facilitated by a 

reinforced learning approach to ensure that the system will self-improve, given the time. The 

Central Executive and the Strategy and Decision-Making Module are the sub-systems of WM 
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responsible for the identi�ication and the classi�ication of the used strategies, by ranking and 

storing them in this module. 
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Chapter 3 
Experimental Study 

3.1 Rationale 
Even though this study is mainly theoretical, the researcher attempts to assess the 

relationship between the constructs to be employed in the proposed Cognitive Architecture; 

the rationale of this decision is to keep the proposed model for the prediction of the 

student's motivation and cognitive abilities, it might be useful to know whether there are 

any interconnections or predictive relationship, resulting in a more well-informed decision 

model. Simply put, if a close (or even a predictive) relationship between e.g. extrinsic 

motivation and low WM capacity is to be found, then the model might assume that children 

with are more highly motivated may need more material to improve their WM. Furthermore, 

it might be useful to employ a gami�ied version of a cognitive test in order to assess and 

reassess the EF of children, or even ask questions regarding their attitudes towards the 

material given to them. 

3.1.1 Assessment of Inhibition Control and Working Memory 

Stop Signal tasks are a type of behavioural assessment used to evaluate Inhibition Control 

and impulsivity in children (Durston et al., 2002). These tasks require the child to respond, 

or “go”, following one signal but inhibit their response, or “Stop” signal, to a different signal. 

For example, the child may be asked to press a button when they see a green circle appear on 

a screen but not press the button when a red circle appears (Simpson & Riggs, 2006). 

Researchers can measure factors like the child's reaction time to press on go trials and the 

number of commission errors they make by incorrectly pressing on “Stop” trials (Schachar 

et al., 2007). 

Stop Signal tasks are well-suited for studying Inhibition Control in early childhood because 

they are simple and engaging, making them appropriate for young children as well as 

children with developmental disorders like ADHD (Byrd, Loe, Pribram, & Casey, 2015). 

(Zhou et al., 2012; Zhou et al., 2022). Versions of the Stop Signal task have been created 

using stimuli like shapes, letters, cartoons, and sounds (Wiebe et al., 2011). Child-friendly 
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stimuli and game-like features help maintain young children's attention and motivation to 

complete what can be hundreds of boring, repetitive trials (Howard et al., 2014). 

Research using Stop Signal tasks has revealed important developmental trends in Inhibition 

Control. In typically developing children, commission errors decrease gradually over the 

preschool and early school years, suggesting Inhibition Control strengthens over this period 

(Simpson & Riggs, 2006; Tottenham et al., 2011). However, children with disorders like 

ADHD that involve inhibitory de�icits commit more errors on Stop Signal tasks than typical 

children, starting as early as age 4 (Berlin & Bohlin, 2002; Rubia et al., 2007). Such �indings 

demonstrate the sensitivity of these tasks for detecting atypical development of cognitive 

control. 

The neural systems supporting Inhibition Control on Stop Signal tasks also show protracted 

development over childhood. Functional magnetic resonance imaging (fMRI) studies reveal 

that, compared to adults, young children show weaker activation in brain regions linked to 

Inhibition Control like the dorsolateral prefrontal cortex and basal ganglia (B. Casey et al., 

2005; Durston et al., 2002). The strength of activation in these regions, along with functional 

connectivity between them, increases over childhood and adolescence, paralleling observed 

behavioural improvements in control (B. J. Casey et al., 2005) 

Stop Signal performance can be affected by experimental manipulations targeting cognitive 

processes like Working Memory and cognitive �lexibility as well as motivational/emotional 

processes like reward and threat (Hutchinson et al., 2008; Pauli-Pott et al., 2014; Schloß et 

al., 2021). For example, introducing Working Memory demands by having children 

remember cue rules while performing the task increases commission errors among both 

typical and ADHD groups, but more dramatically for the clinical group (Jarrold et al., 2023). 

Such �indings elucidate how taxing cognitive resources essential for top-down control can 

worsen behavioural regulation problems. Meanwhile, offering rewards for correct responses 

or having children perform under conditions of social evaluation improves ‘go’ trial reaction 

times and reduces “Stop” errors; these motivational enhancements likely involve activation 

of the brain’s dopamine-rich reward system and its connections to prefrontal control regions 

(Padmanabhan et al., 2011). 

Taken together, research using developmentally appropriate Stop Signal tasks provides 

insights into the typical and atypical development of cognitive and motivational processes 

supporting children’s behavioural regulation. The simple, game-like nature of these tasks 

allows them to be used to study Inhibition Control and impulsivity starting early in 
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childhood. Findings from Stop Signal studies have informed models of self-control 

development and disorders involving control de�icits like ADHD (Diamond, 2013; Nigg, 

2001). When applying Stop Signal measures some concerns should be kept in mind. 

According to Müller et al. (2012) there is a potential for more variability in impulsivity 

among younger children compared to older children. 

While the Stop Signal paradigm remains popular for evaluating behavioural inhibition, 

Simpson and Riggs (2006) delineated salient limitations in relying solely on such tasks to 

index effortful control capacities. They note performance integrates multiple cognitive 

processes beyond just inhibition per se. Accurately responding on “Stop” trials requires 

sustaining vigilant attention, retaining the task objective in Working Memory, and ef�iciently 

executing responses on go trials. Poor performance could therefore stem from non-

inhibitory failures. Additionally, the gradual developmental improvements observed partly 

re�lect structural maturation of the prefrontal regions implicated in top-down control, rather 

than improved competence in effortful regulation speci�ically. Furthermore, children’s verbal 

competency provides a confounding factor, as privately using self-directed speech or rules 

can enhance inhibitory success in ways unrelated to motivational self-control. The impact of 

concurrent Working Memory loads also remains equivocal - while some secondary demands 

like emotional stimuli may diminish Inhibition Control, others like external incentives can 

sometimes boost stopping performance (Jarrold et al., 2023). The tasks also lack speci�icity 

in terms of isolating purely behavioural inhibition from affective forms. Similar overarching 

neural circuitry seems to support response inhibition broadly across both motivational and 

non-affective situations. Therefore, performance gains may not necessarily indicate 

improved regulation of negative emotions in real-world contexts. Finally, Simpson and Riggs 

(2006) argued developmental improvements likely integrate external experiential exposures 

and inherent biological maturation, rather than purely Inhibition Control gains alone. In 

summary, while unquestionably valuable, Stop Signal tasks require complementary 

measures to clarify the precise cognitive and motivational components contributing to 

developmental enhancements in wilful, effortful self-governance over thoughts, actions, and 

emotions. Despite some issues and confounding elements with Stop Signal tasks, their 

capacity to probe component processes like Working Memory and motivation that affect 

control, seem to be able to advance the understanding of children’s emerging ability to 

regulate their thoughts, emotions, and actions. 

Corsi Block-Tapping Test (CBTT) is a cognitive task designed to examine Working Memory. In 

its traditional form devised by Corsi (1972) nine wooden blocks are presented to a child in a 
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random arrangement on a wooden board. The researcher is pointing at a sequence of blocks, 

and the participants are required to replicate the sequence the researcher types in either the 

same order (forward) or the opposite order (backwards). Forward CBTT tests mainly the 

visuospatial sketchpad capacity, whereas tapping the sequence backward tests more aspects 

of Working Memory (Kessels et al., 2008; Kessels et al., 2000). After a correct response, the 

sequence increases by one block. If the participant fails to give the correct sequence for two 

consecutive times, then the test terminates, and the last successful trial is recorded as an 

integer number which indicates the span of the relevant Executive Function.  

The CBTT comes also in several computerised versions; even though normative data on the 

electronic implementation are absent in current literature, on several occasions 

computerised versions of CBTT have performed as well as the traditional, with similar 

reliability scores, .77 for the former and .82 for the latter (Siddi et al., 2020). Additionally, 

Brunetti et al. (2014) reported that the computerised versions of CBTT may be more 

consistent in several ways; the eCorsi differs from standard CBTT in that it has more control 

over the Inter-Stimulus presentation times. With manual tapping, the examiner has a 

particularly dif�icult time controlling the temporal precision, which might (inadvertently) be 

slower or quicker depending on a variety of conditions. Furthermore, the examiner might 

alter the tapping �inger, the amplitude of hand and arm motions, and the posture of the limb 

during interlapping periods. Most studies do not even mention how the examiner directed 

the participants' attention. The same source reports that neuropsychologists often comment 

that when giving especially lengthy sequences, they are obliged to slow down the tempo of 

block tapping in order to retain the sequence. Moreover, Brunetti et al. (2014) claims that 

the use of eCorsi can signi�icantly reduce many sources of inter-trial and inter-test 

variability, both between subjects and between examiners, while retaining an extreme 

plasticity to be adapted to different research and clinical purposes through customization of 

timing intervals and its various task modes. Another clear bene�it is that all trials are 

automatically logged and hence error checked. 

3.2 Hypotheses 
The purpose of this study is to devise a model of prediction of effortful control, based on two 

student-related traits using a minimalistic set of questions.  
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First Hypothesis: Higher scores of Executive Functioning and relative autonomy will predict 

higher Inhibition Control for elementary students, indicating a positive relationship between 

the predictors and the outcome. 

Second Hypothesis: Higher scores of Executive Functioning and relative autonomy will 

predict higher Working Memory capacity for elementary students, indicating a positive 

relationship between the predictors and the outcome. 

Third Hypothesis: There will be a signi�icant positive correlation between Inhibition Control 

scores and Working Memory capacity. 

3.3 Method 

3.3.1 Design 

This is a correlational study, conducted using a linear regression model with two predictors 

and one outcome, performed for each hypothesis. As the �irst and second hypotheses involve 

two predictors, Multiple Regression will be used, whereas, for the third, a Simple Linear 

Regression will be used with variables of at least interval or scale.  

3.3.2 Participants 

The sample were Greek-speaking elementary school students (n=71) between 8-12 years 

old (Age Mean(SD)=10.2 (1.2)) with their parent or teacher (n=71). Participants and their 

parents/teachers were recruited via an email campaign which was circulated via online 

school discussion groups between 20.2.2003 to 10.4.2023. 91 children participants and their 

accompanying adults attempted the study, however only 76 of them completed it and 

returned their results, so the N>68 criterion for R²=0.15 with power=0.85 was marginally 

ful�illed (see Appendix 4). The sample comprised of 40 boys (Age Mean(SD)=10.2(1.2)) and 

31 girls (Age Mean(SD)=10.4(1.2)). From the 76 coupled participants, 5 were screened out 

of the sample, as their inputs suggest that they did not follow the exams. The sample is 

considered strati�ied, as the study attempted to explore student-speci�ic attitudes and traits. 

Parents and teachers offered demographic data for themselves and their children/students 

and, completed the CHEXI-GR translated in Greek, and then gave their place to the younger 

participants for the SRQ-A-GR translated in Greek; followingly, they attempted the 2 

cognitive tasks, the Backwards Corsi Blocks Tapping Test and the Stop Signal task.  
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After the completion of the test, the participants were given a unique code to be used in the 

case of a withdrawal request. After completion of the online procedure for all the 

participants, data were downloaded, screened, and analysed. 

3.3.3 Materials 

Two questionnaires and two cognitive tests were utilised, and administered in sequence via 

the Psytoolkit online platform (Stoet, 2010, 2017) and only on desktop or laptop computers, 

excluding tablets or smartphone devices which typically have smaller screen sizes and 

different, touch-screen-based interfaces. 

a. Instruments 

The Children’s Executive Function Inventory (CHEXI) devised by Thorell and Nyberg (2008) 

serves as a valuable measurement tool for assessing core cognitive self-control capacities in 

children that continue maturing throughout the school-age years. Speci�ically, Executive 

Functions such as inhibiting impulses, retaining information in mind, and �lexibly adjusting 

actions comprise top-down mental processes that substantially shape voluntary regulation 

of behaviour and emotion as children navigate environments with expanding autonomy 

(Garon et al., 2008). 

While cognitive control faculties have biologically embedded underpinnings, environmental 

exposures and learning experiences also critically in�luence developmental trajectories. 

Assessing progress regularly can identify atypical delays or may signal a need for support. As 

laboratory tests remain impractical for widespread screening, CHEXI offers an ef�icient 

proxy, using adult observer ratings on typical Inhibition Control, Working Memory, and 

mental �lexibility displays in everyday settings. Analyses substantiate concordance between 

inventory ratings and direct measures, supporting validity. Thorell & Nyberg’s (2008) CHEXI 

questionnaire supplies an accessible tool for this crucially informative screening via adult 

reports on practical Executive Function employment. 

Numerous aspects of behaviour rely on ef�icient Executive Functions (EFs), which include 

higher-order cognitive skills such as Working Memory, Inhibition Control, and planning. To 

concentrate primarily on Executive Functioning, Thorell and Nyberg (2008) devised the 

Childhood Executive Functioning Inventory (CHEXI). Their study examined the concordance 

between Executive Function (EF) laboratory measures of inhibition and Working Memory, 

and rating instruments measuring ADHD symptoms and early academic skills in children. 

113 Parents and 89-105 teachers provided ratings of children's EF dif�iculties, ADHD 
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symptoms (hyperactivity/impulsivity and inattention), and academic skills (language and 

mathematics). Correlational analyses were conducted to assess the degree of agreement 

between EF test performance and EF ratings across informants. Results showed several 

moderate positive correlations between EF lab measures and EF ratings by parents and 

teachers. For example, parent ratings of Working Memory dif�iculties correlated .33 (p < 

.001) with children's performance on Working Memory tests. Teacher Working Memory 

ratings also correlated signi�icantly with Working Memory tests (r = .29, p < .01 with 

parents; r = .39, p < .001 with teachers). Similar correlations were found between inhibition 

test scores and parent/teacher ratings of inhibition dif�iculties (r values ranging from .28 to 

.35). EF lab measures also correlated as expected with parent and teacher ratings of ADHD 

symptoms and academic skills de�icits. Based on the results, Thorell and Nyberg (2008) 

concluded that EF lab-based tests and CHEXI, designed to assess related EF constructs show 

convergence across informants.  

This instrument has shown interesting properties when it comes to collecting more general 

behavioural information. However, it is not meant to be a replacement for laboratory EF 

measurements; Toplak et al. (2013) suggest that performance-based and ratings-based 

measures of Executive Function do not represent the same degree of analysis, underlying 

process, or neural substrate. It is based on teacher or parent ratings; the issue of reporting 

bias should be considered. As such, in conjunction with the self-reporting and evaluator 

reporting instruments, two cognitive tasks were employed directly by the young 

participants; the �irst task is a simple Stop Signal task (Criaud & Boulinguez, 2013; 

Verbruggen & Logan, 2008) to examine the relationship between response inhibition, 

Executive Function and effortful control whereas the second is a Backwards Corsi Block-

Tapping task. For the complete instrument, please see Appendix 3.  

For the purpose of this study, the Greek version of CHEXI (Thorell & Nyberg, 2008) was 

administered. It is a 25-item, 5-scale Likert-based instrument (1=De�initely not true, 2=Not 

true, 3=Partially true, 4=true, 5=De�initely true ) and with statements of the type “When 

asked to do several things, he/she only remembers the �irst or last”, “Has clear dif�iculties 

doing things he/she �inds boring”, “Has dif�iculty stopping an activity immediately upon 

being told to do so. For example, he/she needs to jump a couple of extra times or play on the 

computer a little bit longer after being asked to stop” etc. The instruments' 24 items are 

clustered into 4 subscales, with the two �irst representing Working Memory and Planning; 

the last two representing Regulation and Inhibition; the �irst two add up to the Working 

Memory while the last two add up to Inhibition. The CHEXI-GR reported an excellent 
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internal consistency (Cronbach’s α=.95) which is in accordance with previous 

measurements of α=.93 (Sofologi et al., 2022). 

The second instrument was the Greek version of Academic Self-Regulation Questionnaire 

(SRQ-A-GR, Standard Version), devised by Grolnick and Ryan (1987), which is a 4-scale 

Likert-based instrument (4=Very true, 3=Sort of true, 2=Not very true, 1=Not at all true) 

which consists of 4 sections, each with a question like “Why do I try to answer hard 

questions in class?” followed by statements like “Because I want the other students to think 

I’m smart”, “Because I feel ashamed of myself when I don’t try”, “Because I feel ashamed of 

myself when I don’t try” which students are asked to report the degree of truth, in the 4-level 

scale provided. The instrument’s 32 items are clustered in four factors, reporting the type of 

motivation, i.e. External, Introjected, Identi�ied or Intrinsic. The instruments provide scores 

for each factor, along with an accumulative Relative Autonomy Index (RAI) which is 

calculated as RAI=(2*Intrinsic + Identi�ied - Introjected – 2*External). The SRQ-A_GR was 

translated according to the International Test Commission (ITC) standards 

(www.intestcom.org, accessed on 12 March 2023). A back-translation procedure was also 

implemented in order to eradicate any inconsistencies that would disrupt the accuracy of 

the results. The SQR-A-GR reported a good internal consistency (Cronbach α=.79) which is 

well within acceptable boundaries (Field, 2018).  

Cognitive tests 

The two cognitive tasks were administered again via the Psytoolkit platform (Stoet, 2010, 

2017). Stimuli were presented in an 800 X 600 pixel rectangular on the computer screen of 

the user. 

b. Implementation of the Stop Signal task in this study 

The “Stop Signal” task initiates with instructions: A white circle (150px diameter, 10px thick) 

with a white �ixation cross appears on centred on the screen. After 2 seconds, the circle will 

display either a left or right-pointing green arrow, randomised in direction across trials. For 

green arrow "go" trials, participants should press the "Z" key on their keyboard for left 

arrows or the "M" key for right arrows, as quickly and accurately as possible before the 

500ms response timeout. However, on a subset of “Stop” signal trials occurring randomly, 

150ms after the green arrow appears, the �ixation circle will turn red. When participants see 

the red circle “Stop” signal, they must inhibit their key press response within 500ms before 

the trial ends. There is a 2 sec rest interval between trials. 

http://www.intestcom.org/
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 The �irst block serves as “go” familiarization of up to 12 “go” only trials, ending after either 6 

consecutive correct “go” responses or a maximum of 12 trials, ensuring that the participants 

had familiarised themselves. The second block consists of 50 baselines, “go” only trials 

ending after 20 correct consecutive “go” trials or after a maximum of 50. Then comes a 

familiarisation block with the “Stop” task, with 12 trials, of which 8 “go” trials and 4 

randomly sequenced, intermixed “Stop” signal trials. Finally, the critical test block delivers 

30 “go” trials and 10 randomly sequenced, intermixed “Stop” signal trials, demanding 

participants' response inhibition when the sudden red circle appears 150ms into the initially 

cued go response. Response speed and accuracy are emphasised for go trials, scored correct 

if the correct arrow key is pressed in under the 500ms timeout. Correct responses within the 

150ms interval before the red “Stop” signal circle trials are also considered correct. 

c. Implementation of the Corsi Blocks Backward Task in this study 

The reverse Corsi blocks task displays 9 purple blocks in random locations within an 

800x600 pixel black area on the centre of the screen. At the start of each trial, signi�ied by an 

audible cue, a sequence of blocks brie�ly �lashes yellow in succession. Once the sequence 

ends, the participant must click the blocks in the reverse order from which they �lashed. The 

blocks are 100px squares that �lash yellow for 600ms with a 600ms interval between �lashes 

in the sequence. Participants have up to 20 seconds after the audible tone to respond by 

clicking the blocks in reverse order before the trial times out.  

The participants received written instructions on the screen, and by pressing the space 

button, they were given a 3-2-1 countdown, before a training block of trial presents a 

sequence of just 2 blocks. The participants must respond by clicking the squares in reverse 

order. The next training trial is a sequence of 3 blocks.  

After the training concluded, the actual measured trials commenced, starting with a 

sequence of 2 blocks and moving onwards to 3, and so on, each time a participant responds 

correctly by clicking the squares in the reverse order. For each correct response, the next 

sequence increases by one additional block up to a maximum possible sequence of 9 blocks. 

Participants complete trials at increasingly longer span lengths until they fail to correctly 

reverse 2 successive span lengths. The task ends after 2 consecutive failures, and the 

participant's reverse Corsi Block Working Memory span score is determined by the longest 

sequence length they successfully responded to. 
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3.4 Procedure 
The participants (children and parents/teachers) were invited to the experiment via an 

email campaign, including a brie�ing form which informed them of the procedure and link to 

the online experimental platform. Consent was given via the online form. All children and 

their accompanying adults were informed that they were free to withdraw from the 

evaluation process at any time. The children were asked to be examined individually in a 

quiet room and to complete the study without the adult intervening. Practice trials were 

offered to ensure comprehension of every task. Due to the speci�ic type of the current 

research, demographic data such as age, gender, and educational level were included. Since 

these are considered personal data, the European Union law that has existed since May 28, 

2018, was applied. According to European law, the use of sensitive personal data is allowed 

solely for research reasons. The study’s protocol followed the principles outlined in the 

Helsinki Declaration. 

3.5 Results 

3.5.1 Descriptive statistics 

The sample consisted of 71 elementary school students, attending 3rd, 4th, 5th and 6th grade 

and between the age of 8 to 12 (Age Mean(SD)=10.2(1.15). Of them, 40 where boys (Age 

Mean(SD)=10.23(1.28) and 31 where girls (Age Mean(SD)=10.2(1.07). For details, see the 

following table. The reporting adults were 44 women and 27 men. They were either the 

parents of the child (N=50) or their teacher (N=21). 
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d. Table 2: Sociodemographic Characteristics of Participants 

Children 

 Age Class 

 mean SD 3rd 4th 5th 6th 

Boys (n=40) 10.23 1.28 4 15 11 10 

Girls (n=31) 10.2 1.07 5 8 9 9 

Total (n=71) 10.2(1.15) 9 23 20 10 

 

Reporting adults 

 Relationship Level of Education 

 Parent Teacher Basic Post 

Basic  

BSc Postgrad 

Women (n=44) 24 20 3 18 8 15 

Men (n=27)  26 1 4 7 10 6 

Total (n=71) 50 21 9 23 20 10 

 

3.5.2 Exploratory Data Analysis 

After extraction of the demographic data, frequency tables were created (see table above). 

The parent/teachers’ reported scores from the CHEXI-GR, the child participants’ scores from 

the SRQ-A-GR and the cognitive tasks were analysed and mean scores were calculated.  

Literature suggests that correlational studies do not require a normal distribution in the 

sense that methods examining causal relationship do (Field, 2018); however, in this study 

the sample was relatively small, and as such, the sample was examined for normal 

distributions to have a better understanding of the data but also for the sake of data 

exploration. The input data was examined via observation of distribution plots and 

normality test, and by the examination of standardised values (Zvalues.). 
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The normality tests reveal statistically signi�icant deviations from normality. The 

Kolmogorov – Smirnov test revealed non-normality of distribution for all the variables, 

except for the CHEXI-GR, whereas the Shapiro Wilk reported non-normality for all of the 

variables.  

e. Table 3: Normality tests 

 Kolmogorov-Smirnov  Shapiro-Wilk 

 Statistic df Sig.  Statistic df p 

RAI .124 71 .009  .900 71 <.001 

CHEXI-GR .079 71 .200  .969 71 .077 

Correct 

“Stop” 

responses 

.162 71 <.001 

 

.939 71 .002 

Corsi Back. 

Span 
.166 71 <.001 

 
.942 71 .003 

 

The box plots revealed some potential extreme values for the RAI scores and the Corsi 

Backward Span. However, the graphical representation for small sample sizes (n<200) may 

be inaccurate, and for a better evaluation of the data, Standardised Z-values were calculated 

for the scores, the predicted scores, and the residuals.  

The examination of the standardised scores (Zscores) and standardised residuals (Zresiduals ) for 

all variables, revealed no values beyond the acceptable boundaries of ±3 for Zscores and the 

±3.29 range for the Zresiduals (Field, 2018), therefore, no outliers were identi�ied. 

The scores of the variables were normally distributed for the most part. However, some 

normality issues were observed on the RAI score histogram, as negative kurtosis was 

observed on the distribution bell. This assumption was con�irmed by examining the Zkurtosis 

value (Kurtosis / Std.Error = 6.74> ±2.58). The normality tests for the standardised 

predicted value (Zpredicted) yielded non-signi�icant results (K-S: D(71)=.076 with 

p=.200>α=.05, S-W D(71) =.990 p=.833> α=.05) but contrastingly, revealed signi�icance for 

the Zresidual scores (K-S: D(71)=.107 with p=.042<α=.05, S-W: D(71) =.961 p=.027< α=.05). 
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For the �irst hypothesis testing, the Durwin-Watson test yielded acceptable results (D-

W=1.565) and the Variance In�lation Factors (VIF) revealed normal results (CHEXI: 

VIF=1.012<10, RAI: VIF=1.012<10). No multicollinearity issues were observed as the 

Variance In�lation Factors (VIF) revealed normal results (CHEXI: VIF=1.012<10, RAI: 

VIF=1.012<10). No heteroscedasticity issues were observed, as both the Breusch-Pagan test 

and the Koenker test revealed no signi�icant results (B-P: χ² (1, N=71) = .022, p=.99 > α=.05, 

K: χ² (1, N=72) = .028, p=.99 > α=.05). 

For the second hypothesis testing, the Durwin-Watson test yielded acceptable results (D-

W=1.732), suggesting no autocorrelation issues (1<DW<3); the Variance In�lation Factors 

(VIF) revealed normal results (CHEXI: VIF=1.012<10, RAI: VIF=1.012<10). No 

multicollinearity issues were observed as the Variance In�lation Factors (VIF) revealed 

normal results (CHEXI: VIF=1.012<10, RAI: VIF=1.012<10). No heteroscedasticity issues 

were observed, as both the Breusch-Pagan test and the Koenker test revealed no signi�icant 

results (B-P: χ² (1, N=71) = .198, p=.91 > α=.05, K: χ² (1, N=72) = .211, p=.90 > α=.05). 

For the third hypothesis testing, the Durwin-Watson test yielded acceptable results (D-

W=1.778), suggesting no autocorrelation issues (1<DW<3). No heteroscedasticity issues 

were observed, as both the Breusch-Pagan test and the Koenker test revealed no signi�icant 

results (B-P: χ² (1, N=71) = .148, p=.700 > α=.05, K: χ² (1, N=72) = .153, p=.70 > α=.05). 

Despite that, the score normality tests yielded some signi�icant results, in correlational 

models, the normality of distribution is not a critical assumption. If the homoscedasticity 

criterion is met and the variables are at least of scale or interval the assumption for the 

multiple regression is and therefore the study can proceed without any transformation over 

the dataset. 

A correlational design was employed to examine the �irst hypothesis; to determine whether 

Executive Functioning, measured by the CHEXI score, and relative autonomy in academic 

settings, measured by the RAI score predict higher Inhibition Control for elementary 

students, measured by “Stop” Signal error rate scores. 

Two scatterplots (1,2) for each predictor were examined for goodness of �it, which visualised 

loosely scattered datapoints around low-sloped �it lines. The low slopes are also noticed at 

the regression equations (ychexi =2.36-3.21E-3xstop, yRAI=0.12+3.8E-3*xstop). 
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Scatterplots 1,2: Goodness of �it for CHEXI / Stop Signal Inhibitions and RAI / Stop Signal Inhibitions 

 

Data were assessed by Multiple Regression using the Enter Method. The regression equation 

produced a minimal effect size (R2 = .007, R2adj =-.022) indicating that Executive Function, as 

measured by CHEXI score and relative autonomy, as measured by RAI score, were not 

signi�icant predictors of the Inhibition Control, measured by error rate (F(2,68) = 2.44, p = 

.784 > α = .025, one-tailed). No signi�icant predictors were identi�ied. 

A correlational design was employed to examine the second hypothesis; to determine 

whether if Executive Functioning, measured by the CHEXI score and relative autonomy in 

academic settings, measured by the RAI score predict higher Working Memory capacity for 

elementary students, measured by Corsi Backward Span. 

Two scatterplots (3,4) for each predictor were examined for goodness of �it, which visualised 

loosely scattered datapoints around low-sloped �it lines. The low slopes are also noticed at 

the regression equations (ychexi =2.14+0.02*xcorsi, yRAI=0.54-0.06*xcorsi). 
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Scatterplots 3,4: Goodness of �it for CHEXI / Corsi Backward Span and RAI / Corsi Backward Span 

 

Data were assessed by Multiple Regression using the Enter Method. The regression equation 

produced a minimal effect size (R2 = .068, R2adj =-.025) indicating that Executive Function, as 

measured by the CHEXI score and relative autonomy, as measured by the RAI score, were not 

signi�icant predictors of Working Memory capacity measured by Corsi Backward Span 

(F(2,68) = .162, p = .853 > α = .025, one-tailed). No signi�icant predictors were identi�ied. 

A correlational design was used to examine the predictive relationship between Inhibition 

Control and Working Memory, via a Simple Linear Regression using the Enter Method. The 

regression equation produced a very small effect size (R2 = .09), indicating that Inhibition 

Control was a weak, though signi�icant predictor of Working Memory (F(1,69) = 8.123, p = 

.006 < α = .050, two-tailed). There was a signi�icant positive relationship between Inhibition 

Control ability as measured by correct inhibitions at the Stop Signal Task and Working 

Memory capacity as measured by the Corsi Blocks Backward Task (t = 2.850, df = 70, p = 

.001 < α = .050) with Working Memory capacity increasing with Inhibition Control ability. 

The model predicts that one unit change in Working Memory capacity would result in an 

increase in Inhibition Control ability by .026 units.  

3.6 Discussion on the experimental study 
The purpose of this study was to examine whether two instruments, namely the 

parent/teacher report-based CHEXI-GR and the self-reporting SRQ-A-GR can predict two 

components of Executive Function (EF), namely (a) the Inhibition Control and (b) the 

Working Memory (WM) of school children of 8-12, and the association between Inhibition 

Control and WM. The study was conducted using two distinct Multiple Linear Regression 

analyses. The �irst used two instruments as predictors and the number of correct inhibitions 

on a stop signal task as outcomes, while the second used the two instruments as predictors 

and the correct size of a sequence on a Corsi blocks reverse task. The association between 

inhibition and WM was examined by a Simple Linear Regression analysis. 

The statistical analysis did not con�irm the two �irst hypotheses. This may indicate that the 

predictors and the outcomes are independent, and therefore no signi�icant predictive value 

can be attributed to any of the factors. The results suggest that the predictive model has 

minimal practical implications over the devised ITS model, pointing out that either another 

predictive model is needed, based on another instrument(s), cognitive task and/or 



 

68 

 

experimental design, either that they all need to be assessed without assuming that they 

may coexist linearly, or that the speci�ic design had serious design �laws that affected the 

results. 

The �irst hypothesis is rejected, as Executive Functioning and relative autonomy did not seem 

to predict Inhibition Control of elementary school students. The second hypothesis is also 

rejected, as Executive Functioning and relative autonomy do not seem to predict higher 

Working Memory capacity for elementary students.  

These �indings are in accordance with previous research �indings which cannot conclusively 

associate reported measures with actual performance. Georgiou and Zhang (2023) 

investigated how different aspects of EF relate to reading and math ability using a 

hierarchical regression approach; the researchers used the Working Memory Test Battery 

and the Inquisit Tower Task for assessing the WM, and the Colour Word Interference Test 

and DKEFS Trail Making Test for EFs. The study speci�ically focused on four EF components; 

planning, inhibition, shifting and Working Memory. Only Working Memory showed an 

association with reading and math performance based on EF measures. The study also 

considered ratings of EF using the CHEXI, but these ratings were not associated when 

reading and math abilities when other factors were taken into account. Surprisingly, though, 

in the same study, a signi�icant correlation was found, between the results of the Backwards 

Digit Span test, which is in some respects fairly similar to the Corsi; with the crucial 

differentiation that the latter assesses the visuospatial memory, whereas the former also 

involves the phonological loop. Varying degrees of intercorrelation between behavioural-

rated measures and EF tasks are also reported for other instruments; Tamm and Peugh 

(2019) examined correlations between various Executive Function and cognitive control 

measures in 244 children. Measures included parent/teacher ratings of behaviours related 

to self-regulation (e.g. Behavioural Regulation, Inhibition Control), direct assessments of 

Executive Function skills (e.g. Head-Toes-Knees-Shoulders Revised (HTKS), Trails Switching), 

and temperament factors re�lecting attentional and Inhibition Control (e.g. Attentional 

Control, Suppression). Several moderate intercorrelations emerged between the ratings and 

direct measures associated with similar constructs. For example, parent-rated Behavioural 

Regulation correlated -.53 (p < .01) with Inhibitory Self-Control and -.45 (p < .01) with 

overall Executive Functioning. The HTKS Executive Function test also correlated with parent-

rated Attentional Control (.29, p < .01) and the temperament factor of Concurrent Self-

Control (.31, p < .01). However, some measures displayed divergence across constructs. For 

example, the temperament factor of Suppression showed non-signi�icant or negative 
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correlations with direct tests of Executive Functioning and Inhibition Control. Additionally, 

several measures were associated with age, indicating developmental changes in Executive 

Functions over childhood. Older age correlated with improvements in attentional control 

and some direct tests but decreases in parent-reported behavioural regulation. In summary, 

the varying degree of intercorrelations provides evidence for both convergence and 

divergence between ratings and direct tests aiming to measure children’s development of 

Executive Function and self-regulation abilities. The complex pattern indicates measurement 

methods may assess both overlapping and distinct subsurface processes. The literature 

review results suggest that EF is not a unitary concept but rather of system of constantly 

interacting subsystems; as their performance has a direct impact on the manifestation of 

behaviours, building a predictive model based on EF measures only or reported behaviour 

measures only may be inadequate. 

Another study by Camerota et al. (2018) on a large sample (n=846) of preschool children of 

4 and 5 years of age, examined correlations between parent ratings on the CHEXI Working 

Memory (WM) scale (mean = 2.08, SD = .67), the CHEXI inhibition scale (mean = 2.68, SD = 

.71), and a direct performance-based measure of Executive Function of children (EF Touch 

task; mean = .65, SD = .14). The CHEXI scales showed a strong positive correlation (r = .76), 

providing evidence for convergent validity. However, the CHEXI WM and inhibition scales 

showed weak negative correlations with the EF Touch task performance (r = -.10 and r =-.05 

respectively). This divergence between ratings and the direct EF measure highlights 

differences between assessment methods which suggests that multiple tools and 

measurement methods may provide a more comprehensive picture of children's Executive 

Function. However, this study addresses a different population, within a different 

developmental stage; therefore, it is mentioned only as a reference that the CHEXI may have 

some predictive capacity for younger children. 

A post-hoc analysis for the current study reported similar descriptive measures for the 

CHEXI WM (mean = 2.05, SD = .67), and similar measures for CHEXI EF (mean = 2.47, SD = 

.83). In terms of the direction of correlation, the regression analysis also revealed a non-

signi�icant negative correlation for the CHEXI WM / Corsi correlation (r = -.05, p=.97 > 

α=0.05) and a non-signi�icant negative correlation for the CHEXI inhibition (r = -.04, p=.10 > 

α=0.05). This might be an indication that given a larger sample size, the results might have 

been signi�icant.  

There is extremely limited data available to compare the �indings of this study to earlier 

�indings regarding the relationship between type of motivation and Executive Function; 
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during the literature research, only one study attempted to correlate SQR-A with EF (Sosic-

Vasic et al., 2015). According to this study which was conducted on 208 children of a diverse 

range of ages (5-14 years), intrinsic motivation negatively predicted differences in Executive 

Function error rates across congruent and incongruent trial conditions (B=-.21 to -.40), 

indicating enhanced Executive Functioning for intrinsically motivated children. Conversely, 

external regulation positively predicted Executive Function error rate differences (B =.36 to 

.40), linking this negative motivational style to poorer cognitive self-regulation. Also, 

teachers' provision of autonomy support itself was associated with reduced Executive 

Function error rates in students (B =-.014 to -.037). This connects higher autonomy support 

to better child performance on tasks demanding executive control. Additional �indings 

showed that girls exhibited both elevated intrinsic motivation and lower Executive Function 

error rates than boys. Junior high school students similarly displayed faster reaction times 

and lower error rates than primary school children. However, it can be observed that the 

correlations are weak, despite being signi�icant; moreover, for some measurements, the 

signi�icance level was at α=.10 which suggests that the results were marginal. Sosic-Vasic et 

al. (2015) comment that EF may be intercorrelated with the locus of motivation.  

A post-hoc analysis for the current study, analysing similar variables i.e. type of motivation 

and inhibition performance, revealed a non-signi�icant, weak negative correlation between 

the intrinsic motivation of children and inhibition performance (B = -.116, p = .500 > a =.05) 

and a non-signi�icant weak positive correlation between the externally controlled motivation 

of children (B = .107, p = .539 > a =.05). Despite the fact that we cannot directly compare 

non-signi�icant and signi�icant results, a comment should be made; the measure of inhibition 

performance in the current study is the number of correct trials, therefore the trend in this 

study is reversed compared to Sosic-Vasic et al. (2015). Therefore, the assumption that a 

larger sample size might have yielded signi�icant results may be highly speculative in this 

case. The results are extremely marginal; therefore, no conclusive comments can be made. 

As the results from the �irst two hypotheses testing were not signi�icant, they are not suited 

for conclusive remarks; however, in conjunction with previous studies, they suggest that the 

parent/teacher reported assessment of cognitive function using the CHEXI-GR may not be an 

accurate indicator of the actual Executive Function of children, at least as per the 

visuospatial Working Memory and the Inhibition Control. Therefore, using such instruments 

in an ITS to assess the relative cognitive domains solely by reports, may be 

counterproductive. The same applies to the SQR-A-GR; as the results from this study and 

previous literature suggest, the type of motivation may only account for extremely small 
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variation in Inhibition Control and WM. Again, this may be only taken as an indication, as the 

current research on the matter is extremely limited. 

The third hypothesis was con�irmed, as a positive correlation between WM and EF was 

identi�ied in this study. No other study was found regarding the relationship between WM 

and EF measured by the tasks employed and to the population examined in this study. 

However, the results revealed only a small effect size. Previous literature assesses the 

correlation between WM and EF as two closely interconnected whole constructs using 

numerous tasks; no study was found for the relationship between Visuospatial Memory and 

Inhibition Control in particular. For example, McCabe (2011) measured an extremely high 

correlation between EF and WM, at r = .97, based on a series of measurements by batteries 

of numerous instruments, such as the Computation Span task, a Letter Rotation Span task, a 

Reading Span task and a Match Span task for WM; and the Wisconsin Card Sorting Test, a 

Verbal Fluency task, a Mental Arithmetic task and a Mental Control task for EF. The Corsi 

Blocks task was not employed, in either of its forms, backwards or forward. The two tasks 

are also used as measures for clinical purposes; indicatively, a study by De Jong et al. (2009) 

pinpointed the effect of Attention De�icit Hyperactivity Disorder on the performance of WM 

and EF using a a Corsi Blocks forward task and a Stop Sign task, but no correlation between 

the two is reported. Therefore, this study contributes to the �ield by associating to some 

small extent, Inhibition Control and Working Memory capacity. Future studies may need to 

replicate the results using larger sample sizes & controlled conditions. 

The lack of empirical studies reporting results from one or a small number of task-based 

measures, especially in high-stake situations like clinical assessment or for educational 

purposes, may be explained by the notion of Task Impurity (Miyake et al., 2000) which states 

that no single task can be exclusively associated with Executive Function. Therefore, to 

assess EF functions, it seems to be essential to incorporate batteries of tasks. This may 

explain why the results of this study were marginal in terms of correlation coef�icients, as 

they only can explain a fraction of variance.  

3.6.1 Limitations of the experimental study 

Each participant attended the study from their home, on their own space and computer each 

one at a different time of the day. This may provide some arguments for ecological 

naturality; however, this cannot screen out numerous confounding factors, like noise, 

distractions, interruptions, the participants receiving help from others, not adhering to the 
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instructions and more. Also, the researcher could not check who was the person who 

participated, as complying with the screening process was at the discretion of the adult who 

was overseeing the process. 

It should also be noted that high attrition was observed. 91 participants attempted the study, 

but only 73 completed it; moreover, by observing the raw data it can be derived that some of 

the children did not complete the cognitive tests, abandoning the study during the process 

or in between the two cognitive tasks. Also, by observing the results from the keyboard 

inputs as they were recorded from the experimental platform, it may be derived that some 

child participants may have “gamed” the process by intentionally doing the opposite of what 

was asked. Others may have failed to understand that they should have repeated the Corsi 

Blocks input in the reverse order. All these may be indicative of design �laws in terms of 

human-computer interaction. Some researchers use more game-oriented interfaces e.g. the 

Inhibition Control test is designed as a children's computer game, e.g. the young participant 

is requested to try and catch �ish as they appear on the screen by pushing a button in a well-

timed manner or refrain from it when a shark shows up (Howard & Okely, 2015). The lack of 

this kind of implementation may be even more crucial for the present study, as the proposed 

ITS model is intended for young children. An effort was made to gamify the process as much 

as possible for both the CBBT and the Stop Signal tasks, however, the results may be far from 

what children consider a game nowadays. 

The attrition observed during the experimental design may also indicate that the process 

may have been toiling for the youngest children or the ones with lower self-regulating 

capabilities; it might have been useful to examine the incomplete raw data of the children 

who dropped out while �illing in the SQR-GR-A or during the cognitive task, however, they 

were not available due to some restrictions of the experimental platform. 

Also, the sample size may have been small; even though the N>68 criterion –indicated by the 

a-priori analysis was ful�illed (see Appendix 4) larger samples may be required, allowing for 

a stricter screening process. 

Another possible design �law may have been the rather broad age range of the young 

participants. Ranging from 8 to 12 years of age, the participant group may have been quite 

heterogenous, as different ages may also represent different developmental states of EFs 

(Maldonado et al., 2020). Βoys (n=40) were also more than girls (n=31), thus the 

developmental disparity may also have been confounded by gender differences, which is a 

common �inding in current literature (Schirmbeck et al., 2020). 
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Finally, the translation procedure of the SRQ-A-GR from the English original has some �laws. 

The instrument was translated and back-translated, and checked for its internal consistency, 

reporting an acceptable result. However, the procedure lacks a Con�irmatory Factor Analysis 

to measure the performance of variables in terms of construct representation. 
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Chapter 4 
General Discussion 

The purpose of this study was to propose a Cognitive Architecture for an adaptive Intelligent 

Tutoring System for elementary school students. By employing principles of empirically 

well-established psychological theories for learning and motivation, the proposed model is 

an attempt to transfer knowledge from the domain of human-to-human instruction to 

computer-assisted instruction. The recent developments in AI, and especially the rise of 

Generative AI that the world is witnessing as these lines are being written, brings new 

prospect into the �ield of cognitive systems, in an unprecedented manner, making it hard for 

any researcher in this �ield to keep up with current trends. The �ield of Computer Assisted 

Learning is expected to experience (if not already experiencing) a large-scale transformation 

after the advent of Large Language Models (LLMs) and Generative AI (GAI) and their 

prospective incorporation into new ITSs. New studies are published each day at an 

unprecedented rate, bringing new applications for these models. The sought-after �ield of 

ITS is also expected to grow with new systems exploiting the current and emergent abilities 

that these systems bring. At the same time, as the performance of LLMs is improving, there 

are mixed responses, �luctuating from awe and enthusiasm to reluctance and suspicion for 

the use of AI in educational settings, including an existential fear of educators, 

considerations of explainability, accountability issues, and ethical considerations. This may 

be the reason why despite this exponential growth in the performance and penetration of 

LLMs and GAI, only a few widely available ITS platforms adopted these new technologies; 

two EdTech companies, Khan Academy and Duolingo have incorporated chatbots in their 

learning platforms. Therefore, by delving into the current literature on the domain, a gap 

was identi�ied; currently, there are no Intelligent Tutoring Systems, neither theoretical nor 

applied, informed by the principles of the Zone of Proximal Development (ZPD) Ryan and 

Deci (2000, 2017) Self-Determination Theory (SDT), while attempting to assess their 

Executive Function abilities of users to assist their learning elementary school children by 

adapting to their knowledge level, enhance their motivation and promote self-regulated 

learning. In that sense, this study contributes to the �ield by bringing together existing 

knowledge to provide a theoretical outline of a Cognitive Architecture and to inspire future 

ITS designs. This contribution is not made in terms of mathematical modelling or 
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programming. This effort is theoretical, with a focus on psychological theories of learning, 

motivation, and cognition, taking into account contemporary approaches to cognitive design 

and cognitive science. The implementation of the cognitive architecture into real software is 

left to the programmers who might �ind inspiration in this work. The researcher attempted 

to delve into the literature, extract and synthesise knowledge that may be incorporated into 

this proposed model and create a novel approach, building, however, over previous, long-

lasting knowledge on the subject. To provide a model that may be able to include future 

developments, rather than an implementation based on today’s available tools. It is an effort 

to compose general, long-lasting knowledge that may be relevant regardless of the turn 

things may take in AI and Cognitive Science; it aspires to provide general guidelines, or so to 

say a general cognitive blueprint that will make the work of future developers easier by 

guiding them into what concepts they need to take into account, rather which tools they need 

to use. In brief, this study is concept-oriented work, rather than implementation-oriented. 

Given the speed at which things develop in terms of AI implementations, it could render an 

attempt for the latter obsolete in a matter of months. In the same vein, the researcher 

adopted some of the most contemporary, well-researched and well-established, theories of 

learning and motivation. 

As such, the design is based on an ACT-R, one of the most lasting and predominately used 

models of cognitive architecture (Anderson, 2007; Laird, 2019; Laird, 2022). As ACT-R relies 

more on a humanesque, biologically-inspired framework, mimicking the components and the 

functions of a human brain, it may facilitate the incorporation of theories of cognition, 

motivation and learning more intuitively; moreover, ACT-R is considered an innately hybrid 

approach, more able to develop emergent features, i.e. characteristics and capabilities that 

were not imported during the initial development of the system, but rather incorporated 

through an interaction with the environment (Ritter et al., 2018). Furthermore, recent 

research has focused on the development of theoretical models that can accommodate some 

features of human cognition, and has seen some implementations in ITS systems (Dimov et 

al., 2019; Ritter et al., 2007). Moreover, the ACT-R architecture has been developed into a 

complete software nowadays, leaping a theoretical framework to a development platform for 

cognitive scientists and developers, available for download at the website of Carnegie Mellon 

University (see http://act-r.psy.cmu.edu/). Additionally, ACT-R adapts a symbolic and sub-

symbolic representation of knowledge i.e. the classi�ication of knowledge into explicit pieces 

of meaning and accompanying implicit set of rules and instructions on how to handle 

existing and synthesise new information. For example, the subsymbolic system uses 

http://act-r.psy.cmu.edu/
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mathematical equations to represent memory retrieval. These equations, amongst others, 

de�ine the possibility and speed of memory retrieval or memory consolidation (Lieto, 2021, 

pp. 16-17). This feature of the ACT-R cognitive architecture creates opportunities for 

extremely �ine-tuned representations, up to the point of predicting the neural activity of 

users (Dimov et al., 2019). 

The Zone of Proximal Development (ZPD) is a conceptual framework almost a century old, 

even though it came into worldwide prominence by the late 70s to the early 80s. Vygotskian 

principles are widely acknowledged to provide an excellent theoretical and practical guide 

for children’s development, teaching approaches and principles for all sorts of knowledge, 

student support, curricula tutoring, and more. This study begins by attempting to �ind 

similarities in ways both human tutors and Intelligent Tutoring Systems interact with 

learners and suggests that ZPD and its key concept ‘scaffolding’ provide an excellent frame of 

reference to model the latter in human manners (Ballard & Butler, 2011; Chounta et al., 

2017; Ferguson et al., 2022; Murray & Arroyo, 2002; Vainas et al., 2019). Surprisingly 

enough, the conceptual frameworks of all the software designs for adaptive and personalised 

learning the researcher came across were inherently Vygotskian; in the sense that any 

system of this sort will attempt to offer the appropriate material that will advance the 

knowledge of a learner optimally for their knowledge advancement and their motivation, at 

a pace that best suits their learning ability.  

It could be argued that ZPD has become even more relevant and up to date, as the internet 

has made, and it is still making more knowledge available every day; and an ITS may have 

access to vast amounts of educational material to choose what is deemed appropriate not 

only to the learners’ abilities but also to the learner’s preference. Also, the increasing 

computational power of interconnected home computer systems and handheld devices with 

which users interact many times daily may provide rich ZPD-related data for a system to use. 

The incorporation of ZPD into an ITS has the advantage of being intuitive in modelling for a 

computational system. It involves iterative circles of evaluation, delivery, and re-evaluation, 

that may provide a safeguard for the learner, in the sense that the users of such a system will 

remain in a state of learning, even when the emotional, motivational, and cognitive aspects 

of their learning experience cannot be effectively measured. 

However, the bene�its of tapping into a learner's experience of learning may signi�icantly 

enhance it; learning is a complicated, interwoven process that involves many levels of 

cognition. For that purpose, the proposed model should be able to evaluate the behavioural 
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and cognitive traits of its users and be able to develop personalised cognitive pro�iles for 

each one of them. Therefore, it encompasses an interface to accommodate sets of non-

intrusive sensors (e.g. cameras, microphones, mice, keyboards etc.), being able to extract 

real-time data from the perceived environment including the users’ affective states, their 

motives and learning habits, devise personalised patterns of data that can be used to develop 

personalised and adaptive strategies to promote optimal learning (Ballard & Butler, 2011).  

This feature was inspired by two seminal ITSs who employed Self-Regulation Learning (SRL) 

strategies, nStudy and Metatutor (Cloude et al., 2022). The �irst paved the way for data 

mining of students' behavioural traces, and it took the ‘leap of faith’ as it became available to 

wide audiences as a plugin for browsers; the latter, was one of the �irst –if not the �irst– to be 

authentically multimodal, having access to the learners’ physiological responses by 

analysing Cognitive, Affective, Motivational and Metacognitive (CAMM) ‘signatures’ captured 

through sensors. Moreover, it delivered educational support using Pedagogical Assistants 

(PAs), i.e. avatars, each one specialised in a learning strategy (e.g. planning, notetaking, 

progress monitoring etc.). However, Metatutor did not reach the public. Its use was con�ined 

to several universities that participated in its development and the offered curriculum was 

restricted to the study of the human circulatory system and later it expanded to STEM. 

Additionally, Metatutor was aimed at young adults only.  

Metatutor inspired the current study the most, for its attempt to tap into the emotional and 

cognitive and motivational states of learners; especially the notion of Metacognition and its 

critical connection to the ability of students to regulate their own learning may implicitly 

assert some SDT principles into the learning process; indeed, Azevedo et al. (2022, p. 15) 

commending on Cloude et al. (2022) �indings that suggest that not all students motivation 

was positively affected by the PAs suggestion, explained that 

“(…)performance-approach learners bene�ited from PA support, mastery-approach learners 

did not. Self-determination Theory (SDT) can help to explain these distinct patterns and in 

particular why some learners may have less positive reactions to PAs. According to SDT, 

when an individual’s (…) need for competence or autonomy is impeded, the individual is 

likely to react negatively to regulation efforts, whereas when these needs are met, they are 

likely to react positively, given that the regulation is more internalised”. 

This quote may imply a direct connection between SDT and EF coexisting a continuum; in 

other words, it may be the case that when intrinsic motivation ends, the need for self-

regulation begins. This study builds on this very notion, by inserting a specialised sub-
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module into the Strategy and Decision-Making Module of the Cognitive Architecture. Thus, if 

the system identi�ies a failure in the intrinsic motivation of the child, it will revert to an SRL 

strategy to maintain learning, and it will fall back when the child engages in a learning 

activity intrinsically. Or, if the system identi�ies that a child is approaching a module 

extrinsically motivated because it does not enjoy it, it may use SRL strategies to enhance the 

child’s competence by offering a more solid scaffolding or enhance the child’s relatedness by 

proposing a shared activity with a knowledgeable peer. If the strategy is successful, it may 

enhance the child’s autonomy which in turn may transcend them into a more intrinsically 

motivated state (Deci & Ryan, 2008; Ryan & Deci, 2017).  

Following the learner on a continuum of intrinsically driven actions and actions that need 

self-regulation and employing the most appropriate strategies each time, may lead to 

improved learning outcomes, given that the learner is kept into their ZPD.  Day et al. (2022, 

pp. 3-4) identi�ied competence as the SDT component that is associated with self-regulation 

interventions the most, given that feedback and support are provided.  In other words, 

successful self-regulation that helps a learner resolve a challenge enhances competence. 

Extending this notion one can assume that self-regulation might be a form of competence in 

an overarching form. This interplay between SDT and SR is intriguing and has inspired some 

recent theoretical approaches (e.g. Champ et al. (2023); Morsink et al. (2021)) that attempt 

to use SDT to explain some behaviours in ADHD where the absence of effective SR is salient. 

However, no empirical evidence exists to support or reject this. 

This study attempted to measure EF (Working Memory and Inhibition Control) and 

Motivation by employing questionnaires and cognitive tasks. Metatutor and nStudy on the 

other hand, measured CAMM and behavioural traces of students while performing real 

studying. Having some initial input of a learner’s EF and Motivational states in a domain may 

give some indications, as tasks have inherent value that interacts with a person’s values and 

desires (Meece, 2023). Therefore, measurements during a performed action relevant to a 

domain may have more meaning. To propose meaningful measurements of motivation. 

Touré-Tillery and Fishbach (2014) make a distinction between outcome-focused motivation 

and process-focused motivation. The former refers to actions performed with a goal in mind 

and with a ‘let’s get it done’ attitude; the latter refers to actions that offer enjoyment during 

the time that are performed. According to this classi�ication, outcome-focused motivation 

utilises constructs directed toward successfully attaining a target result, while process-

focused motivation emphasizes personal perceptions, feelings, and reactions related to 
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engaging in the behaviour inherently. The former is concerned with effectively reaching the 

destination; the latter with ful�illing qualities within the ‘journey’ itself.  

The aspiration for creating an ITS for personalised learning derives from the “2-sigma 

problem” (Bloom, 1984) which is nested in the inability of a human teacher to attend to the 

individual differences and learning abilities of each student individually especially in large 

classrooms, in conjunction with the inability of an average family to provide tutors for each 

student. However, the 2-sigma problem may stand, as long as the continued research on the 

subject yields signi�icant results in favour of 1-to-1 tutoring. The bene�it of personal tutoring 

seems to be well established; moreover, as Vanlehn (2011) implies that the common belief 

for the superiority of a human tutor over a computer tutor, is not validated by empirical 

research, providing additional motivation for the current study. An attempt to aggregate 

some of the main problems that hinder the learning experience of students in classrooms, to 

pinpoint the issues, the proposed (and possibly any proposed) ITS should address. The list of 

problems with traditional classroom learning provided gives a non-exhaustive overview, 

however, there may be more –or less– of them in some classroom settings. A team of 

researchers attempting to design an ITS may need to also identify what classrooms offer in 

terms of positive learning outcomes and the well-being of young students and try to transfer 

the knowledge. It should also be stressed again that the purpose of the proposed ITS is not 

by any means to replace a human teacher or tutor, but rather to assist them in settings 

where they are not available. An ITS may provide an interactive and intuitive means of 

studying at home. Also, some concerns regarding the acceptance of an ITS as a tool for 

learning are outlined in this study, trying to alleviate –to some extent– the inherent bias in 

favour of ITS in this study. Children will be the end users of the proposed system; therefore, 

asserting the concerns of those responsible for them, parents and teachers included, 

regarding its ef�icacy, validity, precision, and transparency is something that should be kept 

in mind.  

This study attempts to outline some basic measurable principles of design that may promote 

motivation. The proposed Cognitive Architecture encompasses several theories for 

motivation and self-regulation; it is supposed to underpin an ITS software design, and for 

that purpose, it may be useful to apply design principles that comply with them. These 

include the Motivation, Engagement & Thriving in User Experience (METUX) model 

described by Peters et al. (2018) and Burnell et al. (2023) the provided scales to evaluate 

whether a technological tool is in accordance with SDT principles can promote the user’s 

well-being by enhancing their competence, relatedness and autonomy. However, a point of 
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concern is the limited literature regarding the METUX applicability principles for HCI 

targeted to children. Another framework that designers and developers may need to have in 

mind is the ICAP (Chi & Wylie, 2014). There seems to be a signi�icant number of studies that 

suggest interactive learning activities offer superior learning outcomes, followed by 

constructive and active, whereas passive learning has the least positive effect.  

This study also employed an experimental, to examine whether EF and relative autonomy 

can predict Inhibition Control in elementary school students; also, whether Executive 

Functioning and relative autonomy can predict higher Working Memory capacity for 

elementary students; and �inally, if a positive correlation exists between WM and EF. The 

�irst two hypotheses were not con�irmed, and the third was con�irmed, however yielding a 

very correlation. Detailed results for the experimental design are given in the relevant 

section of this study. However,  an assumption based on Miyake and Friedman (2012) is that 

the maximum a study can expect when employing a minimalistic set of instruments and 

tasks to assess EFs and Motivation is to �ind a relationship between instruments and tasks, 

between instruments, or between tasks; to assess the construct as a whole, there may be a 

need for more sophisticated designs, such as batteries of tests and also advanced Natural 

Language Processing techniques offered by employing LLMs and extract meaning by 

qualitatively assess each user’s input on an individualised manner. 

This study again resorts to Azevedo et al. (2022) and Winne Winne (2014), in conjunction 

with Miyake and Friedman (2012); EFs are personal differences and as such any 

generalization should only be made for reference, which in turn will self-adjust by data 

gathered from each user individually, in order to create individualised experiences, outputs 

and outcomes. Otherwise, an ITS that remains �ixed on generalised ideas, may fall into the 

trap of replicating the ‘one size �its all’ problem of traditional learning. 

4.1 Limitations and suggestions for future studies 
This study has several limitations that need to be addressed. The limitations of the 

experimental design have already been discussed in detail in the relevant section, so in this, 

they will be omitted.  

The �irst limitation is that it is mostly theoretical. The current experience regarding ITSs and 

the failure of some successful models to scale up and become available to the broad public 

and widespread adoption, suggests that launching an ITS, especially for children is 

something that is ‘more easily said than done’. Developing such systems requires exhaustive 
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research, prototyping, experimentation, and funding. As such, the framework proposed here 

has an inherent limitation related to its theoretical nature. The study did not attempt any 

feasibility check nor any prototyping or even modelling for the proposed architecture and 

relied mostly on published work and existing models. The next step towards the realisation 

of this architecture may be to work on the mathematical formalisation of the modules. Then, 

the development of a prototype, �irst by creating a functional implementation on a speci�ic 

domain of knowledge (e.g. math, geography, language), and after thorough iterations testing 

and modi�ication to expand it to more domains. As more tools are being developed and 

launched, there may be many opportunities for actual implementation in the future. 

Another problem that this study came across is the relatively limited amount of research for 

the population the proposed system is targeted. Therefore, many of the methods, metrics 

and tools that are described need to be redesigned and revalidated for school children 

between 9 and 12 years old. An effort was made to adopt general principles that might also 

apply to children, however, this choice was made by informed intuitions and based on the 

general knowledge of the researcher rather than grounded on evidence. 

Additionally, this model did not adequately address ethical issues and considerations such as 

the privacy of data. An attempt was made to pinpoint possible caveats by enumerating some 

well-known, overarching concerns regarding the use of ITSs for children. However, this issue 

is of uttermost importance and needs to be addressed not only from a psychological but also 

from a legal standpoint. 

4.2 Conclusive remarks 
This study is a theoretical attempt to devise a Cognitive Architecture for an Intelligent 

Tutoring System for children, informed by the contemporary psychological constructs of the 

Self-Determination Theory of Motivation, Self-Regulation, and the Zone of Proximal 

Development theory of learning. It aspires to offer a blueprint for future designs, and by 

applying some basic principles, to promote the advantages of personalised learning for 

elementary school students. It suggests that an ITS should probably refrain from extracting 

knowledge from metrics and questionnaires, and rather assess the data from natural 

interaction with the user, using its sensors and advanced tools provided by the Large 

Language Models. The results from this study indicate that it is possible to bene�it by 

inserting into the system some well-established knowledge for motivation, self-regulation, 

and learning.  
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Garcı́a-Peñalvo, F. J., & Reimann, D. (2016). An overview of the most relevant literature on coding and 

computational thinking with emphasis on the relevant issues for teachers.  

Garon, N., Bryson, S. E., & Smith, I. M. (2008). Executive function in preschoolers: A review using an 

integrative framework. Psychological Bulletin, 134(1), 31-60. https://doi.org/10.1037/0033-

2909.134.1.31  

Georgiou, G. K., & Zhang, L. (2023). Do Performance-Based Measures and Behavioral Ratings of Executive 

Functioning Complement Each Other in Predicting Reading and Mathematics in Chinese? Behavioral 

Sciences, 13(10), 823. https://www.mdpi.com/2076-328X/13/10/823 

https://mdpi-res.com/d_attachment/behavsci/behavsci-13-00823/article_deploy/behavsci-13-00823-

v2.pdf?version=1696838642  

Gibson, D., Kovanovic, V., Ifenthaler, D., Dexter, S., & Feng, S. (2023). Learning theories for arti�icial 

intelligence promoting learning processes. British Journal of Educational Technology, 54(5), 1125-

1146. https://doi.org/10.1111/bjet.13341  

Graesser, A., Hu, X., & Sottilare, R. (2018). Intelligent Tutoring Systems. In International Handbook of the 

Learning Sciences. Routledge. https://doi.org/10.4324/9781315617572-24  

Graesser, A. C. (2016). Conversations with AutoTutor Help Students Learn. International Journal of 

Arti�icial Intelligence in Education, 26(1), 124-132. https://doi.org/10.1007/s40593-015-0086-4  

Graesser, A. C., Chipman, P., Haynes, B. C., & Olney, A. (2005). AutoTutor: An Intelligent Tutoring System 

With Mixed-Initiative Dialogue. IEEE Transactions on Education, 48(4), 612-618. 

https://doi.org/10.1109/te.2005.856149  

Graesser, A. C., Person, N. K., & Magliano, J. P. (1995). Collaborative dialogue patterns in naturalistic one-to-

one tutoring. Applied Cognitive Psychology, 9(6), 495-522. 

https://doi.org/10.1002/acp.2350090604  

Greene, J. A. (2017). Handbook of self-regulation of learning and performance.  

Grolnick, W. S., & Ryan, R. M. (1987). Autonomy in children's learning: An experimental and individual 

difference investigation. Journal of Personality and Social Psychology, 52(5), 890-898. 

https://doi.org/10.1037/0022-3514.52.5.890  

Gros, B. (2016). The design of smart educational environments. Smart Learning Environments, 3(1). 

https://doi.org/10.1186/s40561-016-0039-x  

Heffernan, N. T., & Heffernan, C. L. (2014). The ASSISTments Ecosystem: Building a Platform that Brings 

Scientists and Teachers Together for Minimally Invasive Research on Human Learning and Teaching. 

International Journal of Arti�icial Intelligence in Education, 24(4), 470-497. 

https://doi.org/10.1007/s40593-014-0024-x  

Henderlong, J., & Lepper, M. R. (2002). The effects of praise on children's intrinsic motivation: a review and 

synthesis. Psychol Bull, 128(5), 774-795. https://doi.org/10.1037/0033-2909.128.5.774  

Howard, S. J., Johnson, J., & Pascual-Leone, J. (2014). Clarifying inhibitory control: Diversity and 

development of attentional inhibition. Cognitive Development, 31, 1-21. 

https://doi.org/10.1016/j.cogdev.2014.03.001  

Howard, S. J., & Okely, A. D. (2015). Catching Fish and Avoiding Sharks. Journal of Psychoeducational 

Assessment, 33(6), 585-596. https://doi.org/10.1177/0734282914562933  

https://doi.org/10.1037/0033-2909.134.1.31
https://doi.org/10.1037/0033-2909.134.1.31
https://www.mdpi.com/2076-328X/13/10/823
https://mdpi-res.com/d_attachment/behavsci/behavsci-13-00823/article_deploy/behavsci-13-00823-v2.pdf?version=1696838642
https://mdpi-res.com/d_attachment/behavsci/behavsci-13-00823/article_deploy/behavsci-13-00823-v2.pdf?version=1696838642
https://doi.org/10.1111/bjet.13341
https://doi.org/10.4324/9781315617572-24
https://doi.org/10.1007/s40593-015-0086-4
https://doi.org/10.1109/te.2005.856149
https://doi.org/10.1002/acp.2350090604
https://doi.org/10.1037/0022-3514.52.5.890
https://doi.org/10.1186/s40561-016-0039-x
https://doi.org/10.1007/s40593-014-0024-x
https://doi.org/10.1037/0033-2909.128.5.774
https://doi.org/10.1016/j.cogdev.2014.03.001
https://doi.org/10.1177/0734282914562933


 

89 

 

Huizinga, M., Dolan, C. V., & van der Molen, M. W. (2006). Age-related change in executive function: 

Developmental trends and a latent variable analysis. Neuropsychologia, 44(11), 2017-2036. 

https://doi.org/10.1016/j.neuropsychologia.2006.01.010  

Hutchinson, A. D., Mathias, J. L., & Banich, M. T. (2008). Corpus callosum morphology in children and 

adolescents with attention de�icit hyperactivity disorder: A meta-analytic review. Neuropsychology, 

22(3), 341-349. https://doi.org/10.1037/0894-4105.22.3.341  

Jarrold, C., Li, K., & Wang, T. (2023). A novel approach to measuring the developmental interactions 

between working memory and inhibitory control in young children. Cognitive Development, 67, 

101362. https://doi.org/10.1016/j.cogdev.2023.101362  

Jennings, P. A., & Greenberg, M. T. (2009). The Prosocial Classroom: Teacher Social and Emotional 

Competence in Relation to Student and Classroom Outcomes. Review of Educational Research, 79(1), 

491-525. https://doi.org/10.3102/0034654308325693  

Jonides, J. (1981). Attention and performance IX. Erlbaum Hillsdale.  

Kahl, D. H., & Venette, S. (2010). To Lecture or Let Go: A Comparative Analysis of Student Speech Outlines 

from Teacher-Centered and Learner-Centered Classrooms. Communication Teacher, 24(3), 178-186. 

https://doi.org/10.1080/17404622.2010.490232  

Karoly, P. (1993). Mechanisms of Self-Regulation: A Systems View. Annual Review of Psychology, 44(1), 23-

52. https://doi.org/10.1146/annurev.ps.44.020193.000323  

Kessels, R. P. C., van den Berg, E., Ruis, C., & Brands, A. M. A. (2008). The Backward Span of the Corsi Block-

Tapping Task and Its Association With the WAIS-III Digit Span. Assessment, 15(4), 426-434. 

https://doi.org/10.1177/1073191108315611  

Kessels, R. P. C., van Zandvoort, M. J. E., Postma, A., Kappelle, L. J., & de Haan, E. H. F. (2000). The Corsi 

Block-Tapping Task: Standardization and Normative Data. Applied Neuropsychology, 7(4), 252-258. 

https://doi.org/10.1207/S15324826AN0704_8  

Khan, S. (2023). How AI Could Save (Not Destroy) Education. 

https://www.youtube.com/watch?v=hJP5GqnTrNo 

Kim, N. J., & Kim, M. K. (2022). Teacher’s Perceptions of Using an Arti�icial Intelligence-Based Educational 

Tool for Scienti�ic Writing. Frontiers in Education, 7. https://doi.org/10.3389/feduc.2022.755914  

Knee, C. R., & Browne, L. (2023). 160C7Relationships Motivation Theory. In R. M. Ryan (Ed.), The Oxford 

Handbook of Self-Determination Theory (pp. 0). Oxford University Press. 

https://doi.org/10.1093/oxfordhb/9780197600047.013.8  

Knight, S., & Littleton, K. (2017). Socialising Epistemic Cognition. Educational Research Review, 21, 17-32. 

https://doi.org/10.1016/j.edurev.2017.02.003  

Kotseruba, I., & Tsotsos, J. K. (2020). 40 years of cognitive architectures: core cognitive abilities and 

practical applications. Arti�icial Intelligence Review, 53(1), 17-94. https://doi.org/10.1007/s10462-

018-9646-y  

Kowalczuk, Z., & Czubenko, M. (2016). Computational Approaches to Modeling Arti�icial Emotion – An 

Overview of the Proposed Solutions [Review]. Frontiers in Robotics and AI, 3. 

https://doi.org/10.3389/frobt.2016.00021 (Frontiers in Robotics and AI)  

https://doi.org/10.1016/j.neuropsychologia.2006.01.010
https://doi.org/10.1037/0894-4105.22.3.341
https://doi.org/10.1016/j.cogdev.2023.101362
https://doi.org/10.3102/0034654308325693
https://doi.org/10.1080/17404622.2010.490232
https://doi.org/10.1146/annurev.ps.44.020193.000323
https://doi.org/10.1177/1073191108315611
https://doi.org/10.1207/S15324826AN0704_8
https://www.youtube.com/watch?v=hJP5GqnTrNo
https://doi.org/10.3389/feduc.2022.755914
https://doi.org/10.1093/oxfordhb/9780197600047.013.8
https://doi.org/10.1016/j.edurev.2017.02.003
https://doi.org/10.1007/s10462-018-9646-y
https://doi.org/10.1007/s10462-018-9646-y
https://doi.org/10.3389/frobt.2016.00021


 

90 

 

Kshetri, N. (2023). The Economics of Generative Arti�icial Intelligence in the Academic Industry. Computer, 

56(8), 77-83. https://doi.org/10.1109/MC.2023.3278089  

Kucirkova, N., & Leaton Gray, S. (2023). Beyond Personalization: Embracing Democratic Learning Within 

Arti�icially Intelligent Systems. Educational Theory, 73(4), 469-489. 

https://doi.org/10.1111/edth.12590  

Kulik, J. A., & Fletcher, J. D. (2016). Effectiveness of Intelligent Tutoring Systems:A Meta-Analytic Review. 

Review of Educational Research, 86(1), 42-78. https://doi.org/10.3102/0034654315581420  

Kurni, M., Mohammed, M. S., & Srinivasa, K. G. (2023). Intelligent Tutoring Systems. In M. Kurni, M. S. 

Mohammed, & S. K G (Eds.), A Beginner's Guide to Introduce Arti�icial Intelligence in Teaching and 

Learning (pp. 29-44). Springer International Publishing. https://doi.org/10.1007/978-3-031-

32653-0_2  

Labaree, D. F. (2011). Someone has to fail: The zero-sum game of public schooling. Harvard University Press.  

Laird, J. E. (2019). The cognitive architecture. MIT press.  

Laird, J. E. (2022). An Analysis and Comparison of ACT-R and Soar. ArXiv, abs/2201.09305.  

Laird, J. E., Lebiere, C., & Rosenbloom, P. S. (2017). A Standard Model of the Mind: Toward a Common 

Computational Framework across Arti�icial Intelligence, Cognitive Science, Neuroscience, and 

Robotics. AI Magazine, 38(4), 13-26. https://doi.org/10.1609/aimag.v38i4.2744  

Laird, J. E., Newell, A., & Rosenbloom, P. S. (1987). SOAR: An architecture for general intelligence. Arti�icial 

Intelligence, 33(1), 1-64. https://doi.org/10.1016/0004-3702(87)90050-6  

Lajoie, S. P., Derry, S. J., & Lajoie, S. P. (1993). Computers as cognitive tools. L. Erlbaum Associates. 

https://locate.coventry.ac.uk/openurl/COV/COV_VU1?u.ignore_date_coverage=true&rft.mms_id=99

6921562602011 

https://www.taylorfrancis.com/books/9781136475474  

Lambert, J., & Stevens, M. (2023). ChatGPT and Generative AI Technology: A Mixed Bag of Concerns and 

New Opportunities. Computers in the Schools, 1-25. 

https://doi.org/10.1080/07380569.2023.2256710  

Lantolf, J. P., & Poehner, M. E. (2010). Dynamic assessment in the classroom: Vygotskian praxis for second 

language development. Language Teaching Research, 15(1), 11-33. 

https://doi.org/10.1177/1362168810383328  

Lefevre, D., & Cox, B. (2016). Delayed instructional feedback may be more effective, but is this contrary to 

learners' preferences? British Journal of Educational Technology, 48(6), 1357-1367. 

https://doi.org/10.1111/bjet.12495  

Lieto, A. (2021). Cognitive design for arti�icial minds. Routledge.  
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Appendices 

Appendix 1: Online forms 

Brie�ing form 
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Demographics form 
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Appendix 2: Instruments /  
 

SRQ-A (English- standard version)  

  

WHY I DO THINGS 

Name: ________________________________________   Age: ___________  

Grade: _____________    (  ) Boy  or  Girl  (  )     Teacher: _______________  

   

A. Why do I do my homework?  

1. Because I want the teacher to think I’m a good student.  

Very True | Sort of true | Not very true | Not at all true 

2. Because I’ll get in trouble if I don’t.  

Very True | Sort of true | Not very true | Not at all true 

3. Because it’s fun.  

Very True | Sort of true | Not very true | Not at all true 

4. Because I will feel bad about myself if I don’t do it. 

Very True | Sort of true | Not very true | Not at all true 

5. Because I want to understand the subject. 

Very True | Sort of true | Not very true | Not at all true 

6. Because that’s what I’m supposed to do. 

Very True | Sort of true | Not very true | Not at all true 

7.  Because I enjoy doing my homework. 

Very True | Sort of true | Not very true | Not at all true 

8. Because it’s important to me to do my homework. 

Very True | Sort of true | Not very true | Not at all true 

B. Why do I work on my classwork? 
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9. So that the teacher won’t yell at me. 

Very True | Sort of true | Not very true | Not at all true  

10. Because I want the teacher to think I’m a good student. 

Very True | Sort of true | Not very true | Not at all true 

11. Because I want to learn new things. 

Very True | Sort of true | Not very true | Not at all true 

12. Because I’ll be ashamed of myself if it didn’t get done. 

Very True | Sort of true | Not very true | Not at all true 

13. Because it’s fun. 

Very True | Sort of true | Not very true | Not at all true 

14. Because that’s the rule. 

Very True | Sort of true | Not very true | Not at all true 

15. Because I enjoy doing my classwork. 

Very True | Sort of true | Not very true | Not at all true 

16. Because it’s important to me to work on my classwork. 

Very True | Sort of true | Not very true | Not at all true 

C. Why do I try to answer hard questions in class? 

17. Because I want the other students to think I’m smart. 

Very True | Sort of true | Not very true | Not at all true 

18. Because I feel ashamed of myself when I don’t try. 

Very True | Sort of true | Not very true | Not at all true 

19. Because I enjoy answering hard questions. 

Very True | Sort of true | Not very true | Not at all true 

20. Because that’s what I’m supposed to do. 

Very True | Sort of true | Not very true | Not at all true 

21. To �ind out if I’m right or wrong. 

Very True | Sort of true | Not very true | Not at all true 

22. Because it’s fun to answer hard questions. 

Very True | Sort of true | Not very true | Not at all true 
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23. Because it’s important to me to try to answer hard questions in class. 

Very True | Sort of true | Not very true | Not at all true 

24. Because I want the teacher to say nice things about me. 

D. Why do I try to do well in school? 

25.  Because that’s what I’m supposed to do. 

Very True | Sort of true | Not very true | Not at all true  

26. So my teachers will think I’m a good student. 

Very True | Sort of true | Not very true | Not at all true 

27.  Because I enjoy doing my school work well. 

Very True | Sort of true | Not very true | Not at all true 

28.  Because I will get in trouble if I don’t do well. 

Very True | Sort of true | Not very true | Not at all true 

29. Because I’ll feel really bad about myself if I don’t do well. 

Very True | Sort of true | Not very true | Not at all true 

30. Because it’s important to me to try to do well in school. 

Very True | Sort of true | Not very true | Not at all true 

31. Because I will feel really proud of myself if I do well. 

Very True | Sort of true | Not very true | Not at all true 

32. Because I might get a reward if I do well. 

Very True | Sort of true | Not very true | Not at all true 

 

Scoring the SRQ-A (standard version).  First, you calculate the subscale score for each of 

the four subscales by averaging the items that make up that subscale.  Very true is scored 4; 

Sort of true is scored 3; Not very true is scored 2; and Not at all true is scored 1.  The four 

subscales are: external regulation, introjected regulation, identi�ied regulation, and intrinsic 

motivation. Listed below are the item numbers associated with each of the four subscales.  

  

  External Regulation:  2, 6, 9, 14, 20, 24, 25, 28, 32  
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  Introjected Regulation: 1, 4, 10, 12, 17, 18, 26, 29, 31  

  Identi�ied Regulation:  5, 8, 11, 16, 21, 23, 30  

  Intrinsic Motivation:  3, 7, 13, 15, 19, 22, 27  

You can use the individual subscale scores in your analyses, and you can also use the Relative 

Autonomy Index (RAI).  To form the RAI for this scale, use the following formula to combine 

the subscale scores:  

2 X Intrinsic + Identi�ied - Introjected - 2 X External 
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Childhood Executive Functioning Inventory (CHEXI)  

for parents and teachers 

  

Below, you will �ind a number of statements. Please read each statement carefully and 

thereafter indicate how well that statement is true for the child. You indicate your response 

by circling one of the numbers (from 1 to 5) after each statement.  

  

De�initely not 

true  

1  

Not true  

2  

Partially true  

3  

True  

4  

De�initely true  

5  

  

1. Has dif�iculty remembering lengthy instructions  1 2 3 4 5 

2. Seldom seems to be able to motivate him---/herself to do 

something that he/she doesn’t want to do  
1 2 3 4 5 

3. Has dif�iculty remembering what he/she is doing, in the 

middle of an activity  
1 2 3 4 5 

4. Has dif�iculty following through on less appealing tasks 

unless he/she is promised some type of reward for doing 

so  

1 2 3 4 5 

5. Has a tendency to do things without �irst thinking about 

what could happen  
1 2 3 4 5 

6. When asked to do several things, he/she only remembers 

the �irst or last  
1 2 3 4 5 

7. Has dif�iculty coming up with a different way of solving a 

problem when he/she gets stuck  
1 2 3 4 5 

8. When something needs to be done, he/she is often 

distracted by something more appealing  
1 2 3 4 5 
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9. Easily forgets what he/she is asked to fetch  1 2 3 4 5 

10. Gets overly excited when something special is going to 

happen (e.g., going on a �ield trip, going to a party)  
1 2 3 4 5 

11. Has clear dif�iculties doing things he/she �inds boring  1 2 3 4 5 

12. Has dif�iculty planning for an activity (e.g., remembering 

to bring everything necessary for a �ield trip or things 

needed for school)  

1 2 3 4 5 

13. Has dif�iculty holding back his/her activity despite being 

told to do so  

1 2 3 4 5 

14. Has dif�iculty carrying out activities that require several 

steps (e.g., for younger children, getting completely 

dressed without reminders; for older children, doing all 

homework independently)  

1 2 3 4 5 

15. In order to be able to concentrate, he/she must �ind the 

task appealing  
1  2  3  4  5  

16. Has dif�iculty refraining from smiling or laughing in 

situations where it is inappropriate  
1  2  3  4  5  

17. Has dif�iculty telling a story about something that has 

happened so that others may easily understand  
1  2  3  4  5  

18. Has dif�iculty stopping an activity immediately upon 

being told to do so. For example, he/she needs to jump a 

couple of extra times or play on the computer a little bit 

longer after being asked to stop  

1  2  3  4  5  

19. Has dif�iculty understanding verbal instructions unless 

he/she is also shown how to do something  
1  2  3  4  5  

20. Has dif�iculty with tasks or activities that involve several 

steps  

1  2  3  4  5  
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21. Has dif�iculty thinking ahead or learning from experience  1  2  3  4  5  

22. Acts in a wilder way compared to other children in a 

group (e.g., at a birthday party or during a group activity)  
1  2  3  4  5  

23. Has dif�iculty doing things that require mental effort, 

such as counting backwards  
1  2  3  4  5  

24. Has dif�iculty keeping things in mind while he/she is 

doing something else  
1  2  3  4  5  

  

    

SCORING  

Fill in the total score for the respective subscales in the boxes below, and the total score for 

the two factors WORKING MEMORY and INHIBITION. For an example of ADHD and control 

group means and SDs, as well as cut off scores, see Catale, Meulemans, & Thorell (in press)1.  

 

Subscale 1: Working memory 

Total score for items: 1, 3, 6, 7, 9, 19, 21, 23, 24  = ___________ 

Subscale 2: Planning  

Total score for items: 12, 14, 17, 20 =____________ 

Working Memory - Total score =________ 

 

 

                                                           

1 Catale, C., Meulemans, T., & Thorell, L. B. (in press). The Childhood Executive Function 

Inventory (CHEXI): Con�irmatory Factorial analyses and cross---cultural clinical validity in a 

sample of 8–11 years old Children. Journal of Attention Disorders, doi: 

10.1177/1087054712470971  
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Subscale 3: Regulation 

Total score for items: 2, 4, 8, 11, 15  = ___________ 

Subscale 4: Inhibition 

Total score for items: 5, 10, 13, 16, 18, 22   =____________ 

Inhibition Memory - Total score = ________ 

 

The CHEXI includes four different subscales tapping Working Memory, planning, regulation 

and inhibition. However, factor analysis in children in kindergarten was only able to identify 

two factors referred to as WORKING MEMORY (Working Memory and planning subscales) 

and INHIBITION (regulation and inhibition subscales).  
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Appendix 3: Cognitive Tasks (screenshots) 
The experimental platform is available here 

https://www.psytoolkit.org/c/3.4.4/survey?s=EEdNr 

Stop Signal 

 

    

      

  

https://www.psytoolkit.org/c/3.4.4/survey?s=EEdNr
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Corsi Blocks Backwards Task 
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Appendix 4: a-priori power analysis 
Exact - Linear multiple regression: Random model 

Options: Exact distribution 

Analysis: A priori: Compute required sample size  

Input:  Tail(s)          = One 

   H1 ρ²           = 0,15 

   H0 ρ²           = 0 

   α err prob         = 0,05 

   Power (1-β err prob)    = 0,85 

   Number of predictors    = 2 

Output:  Lower critical R²     = 0,0880557 

   Upper critical R²     = 0,0880557 

   Total sample size     = 68 

   Actual power        = 0,8502427 

 

(^_^) 
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