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Abstract 
 
 
 
 
 

 
Multiple sclerosis (MS) is an autoimmune neurological disease which causes affects the 
myelinated axons of the central nervous system (CNS). Its characteristic is the formation for 
demyelinated plaques in white matter of the CNS. The disease progresses from reversible 
neurological deficits to permanent neurological deterioration. MS affects commonly young 
individuals, between 20 to 50, mostly men and imposes considerable burden for patients, 
presented in childhood or late middle age. Patients’ daily routine and activities are diminished 
since almost half of them need assistance with their basic needs, like walking, as the disease 
progresses over time making thus MS a vital problem to handle. Some of the symptoms 
include numbness, weakness, loss of balance and their diagnosis should be made by 
experienced physicians. The diagnosis is done by clinical findings and can be supported by 
further auxiliary tests, like magnetic resonance imaging (MRI).  
Diagnosis is one of the steps to treat MS. Early prediction of the disease’s course is 
another. To do so, medical imaging techniques like MRI are obtained from the patients in 
order to estimate the symptoms’ path. To be able to accurately predict the progress of the 
disorder, large amount of data should be acquired and analysed, knowledge should be 
shared across research teams and collaboration should be promoted. In doing so, 
scientific workflow management systems (SWMS) in life sciences are used. Those 
systems utilize technological advancements promoting use of distributed resources as well 
as data integration, such as shared access to common data sources.  
Three frameworks were chosen, MeVisLab, KNIME and Loni Pipeline, to be evaluated as 
open source medical neuroimaging systems with workflow management features. One of 
them, Loni Pipeline, presented several connectivity issues which has not been solved until 
recently.Therefore, it was discarded from the study. The rest were examined and 
evaluated in terms of image registration and image segmentation, 3D-volume 
reconstruction, lesion visualization and lesion measuring. The two remaining systems 
were compared against 3D-slicer, a software tailored to medical imaging research. 
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“The future of technology – and medicine in general – is not in blood and guts 
but in bits and bytes.”  
— Richard Satava 



 
 
 
 
 
 
 
 
 
 
 
 
 

Chapter 1  
 
 
 
 

Introduction 
 
 
 
 
 
 
 

Multiple sclerosis (MS) is an autoimmune neurological disease which causes recurrent 
immune attacks of different degrees and it affects the myelinated axons of the central nervous 
system (CNS). Its dominant characteristic is the formation of demyelinated plaques in white 
matter of the CNS [1] as depicted in figures 1-1 and 1-2. Despite the fact that its course tends 
to be highly unpredictable, the disease progresses from reversible neurological deficits to 
permanent neurological deterioration, capturing by the shape, distribution, morphology and 
evolution of the lesions. Extended research has been done, but the prediction of MS progress 
is yet to be understood as there are many factors that play a crucial role to it. Some of them 
are believed to be genetic, environmental, metabolic and virus-related [2][3][4][5]. The problem 
statement, the study goal and the research approach will be discussed in this chapter.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1-1: Axial slice of a MS Figure 1-2:  Sagittal slice of a  
patient depicting lesions [3]. MS patient depicting lesions [3]. 
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2 Introduction  
 

1-1 Problem Statement 
 

MS affects commonly young individuals, between 20 to 50 [2][6], triple men as women [6] 
and imposes considerable burden for patients. It is sometimes present in childhood or late 
middle age [2]. Patients’ daily routine and activities are diminished since almost half of 
them need assistance with their basic needs, like walking, as the disease progresses over 
time [7][8]. The aforementioned facts make MS a vital problem to handle.  

Some of the symptoms include numbness, weakness, loss of balance and their 
diagnosis should be made by experienced physicians [3]. The diagnosis is done by clinical 
findings and can be supported by further auxiliary tests, like magnetic resonance imaging 
(MRI) [2].  

Diagnosis is one of the steps to treat MS. Early prediction of the disease’s course is 
another. To do so, medical imaging techniques like MRI are obtained from the patients in 
order to estimate the symptoms’ path. To be able to accurately predict the progress of the 
disorder, large amount of data should be acquired and analysed, knowledge should be 
shared across research teams and collaboration should be promoted. In doing so, 
scientific workflow management systems (SWMS) in life sciences are used. Those 
systems utilize technological advancements promoting use of distributed resources as well 
as data integration, such as shared access to common data sources [9].  

Understanding those systems and their features is very important since they can be 
used as a communication channel among scientists and help them draw research 
conclusions really fast, conquering more scientific domains [9]. Integrating those systems 
among research teams globally is a future step that gains ground rapidly. Therefore, they 
should be further investigated in order to optimize their contribution to the scientific 
community that will eventually help in fast prediction and therefore treatment or avoidance 
of MS and other neurological disorders. 

 

1-2 Study Goal 
 

The goal of this graduation project is to identify and evaluate open source medical 
neuroimaging systems with workflow management features, i.eSWMS, in combination with 
neurological disease’s (MS) MRI images. By examining the selected scientific workflow 
management systems, conclusions will be made on the basis of the disease’s progress. 
The necessity, that is also the innovation of this research lies on the fact that it is yet 
unknown whether open source SWMS neuroimaging software is able to be used as a tool 
to investigate the onset and the progress of a neurological disorder like MS.  

The literature survey will focus on the application of several SWMS neuroimaging 
software to assess their validity, with an application in MS research. The characteristics-
features of each software will be reviewed and compared. Emphasis will be given on Loni 
Pipeline [10], Mevislab [11] and KNIME [12]. Moreover, MRI lesions of MS will be reviewed 
in order to understand the disease.  

The main project will focus on the creation and evaluation of the workflows aiming to 
assess their features. The created workflows will help in the visualization, segmentation, 
registration and 3D-reconstruction using MRI images. 
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1-3 Search Approach 3 

 
Research questions: 

 
1. "Can workflow management systems be used for MRI segmentation, registration and 

3D volume reconstruction" 
 

2. "Is a generic workflow system able to be used as a sole tool in medical imaging 
research" 

 
 

1-3 Search Approach 
 

The approach that was used for the literature review is by using keywords in Google 
Scholar, Scopus, Science Direct, Pubmed, IEEE, the library of the university and other 
eligible article databases. Therefore, the articles that have been found come from reliable 
sources regarding the topic. First a list of relevant keywords was created. S1−S2 −S3 and 
S4−S5 correspond to the first sets of search terms. Articles containing each keyword were 
discovered and evaluated. The second sets of search terms, IS1 and IS2 derived from the 
combinations of the first sets. After collecting them, duplicates and non-english papers 
were removed in order to result in the final pool of articles used for this study. 

 
Keywords: Multiple sclerosis, Neuroimaging, MRI, dynamics, open source, workflow 

systems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1-3: Keyword combinations for article extraction. 
 

The literature survey was based on PICO strategy, a method that allows researchers to 
accurately form the research question and locate the most appropriate scientific information, 
such as keywords for the identification of the most suitable articles. PICO strategy is the most 
indicative to be used in medical research as it allows the comparison between two 
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4 Introduction  
 
 

groups (patients and control), after intervention (diagnosis, prognosis, therapeutic, 
preventive, related to economy, etc.), and comparison of the results [13].  

The following table presents the four components of the PICO strategy and illustrates 
the connection to this project: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 1-1: Explanation of PICO strategy and connection to this project [13]. 
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Chapter 2  
 
 
 

Theoretical Background 
 
 
 
 
 
 
 

In this chapter, background information about MS and MRI in MS will be given. Moreover, 
three open source software systems, KNIME, Loni Pipeline, MeVisLab, that can be used 
as SWMS will be introduced. 

 

 

2-1 Multiple Sclerosis (MS) 
 
 

MS is a neurological disorder that affected almost 2.3 million individuals in 2013. 
Approximately half of them are located in Europe [37][38]. Its prevalence in Cyprus is 175 per 
100 thousands exceeding the average prevalence in Europe which is 106 per 100 thousands 
people [39][40][41]. Although MS inflicts women three times more than men, the disease does 
not distinct between genders and ages and therefore can be observed in children and after 60 
years of age. The onset of the disease is mainly between 20-50 with a mean age of 30 years  
[6]. MS is listed as one of the top ten primary disabling disorders. It was classified as the 
4th cause of neurological disabilities in the study of Global Burden of disease in 2013 and 
ranked after Alzheimer, Parkinson and Epilepsy [42]. 

 
The symptoms attributed to MS vary highly and originate in different parts of the central 

nervous system. They are manifested either alone or in combination forming sudden 
attacks or a steady progression of the disease. The most common symptoms include 
motor weakness and gait disturbances, dizziness and vertigo, fatigue, visual impairment, 
ataxia and cognitive dysfunction [6][43]. Their accumulation over time leads to disease 
progression resulting in walking impairment after 10 years, need for unilateral support 
during walking after 15-20 years and reduction of life expectancy by almost 10 years [6]. 

 
Based on the course of the symptoms, the patients, suffering from multiple sclerosis, 

are grouped in four major categories (stages) and six subtypes as Goldenberg (2012) and 
Milo (2014) respectively proposed and are outlined below [2][6][43][44][45][46]: 
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6 Theoretical Background  
 
 

Stages of multiple sclerosis 
 

1. Relapsing–Remitting MS (RRMS): It is the most common form, affecting about85% 
of MS patients. It is characterized by relapses or exacerbations of symptoms 
followed by periods of remission, when symptoms improve or disappear [2]. 

 
2. Primary-Progressive MS (PPMS): Affects approximately10%to15%of MS pa-tients. 

Symptoms continue to aggravate gradually from the beginning. There are no 
relapses or remissions, but there may be occasional plateaus. This form of MS is 
more resistant to the drugs typically used to treat the disease [2][6]. 

 
3. Secondary-Progressive MS (SPMS): It may develop in some patients with re-

lapsing–remitting disease. Treatment with disease-modifying agents helps delay 
such progression for many patients. The disease course continues to worsen with or 
with-out periods of remission or settling of symptom severity (plateaus) [2]. 50% of 
RRMS converts to SPMS in 10 years from the onset and 90% in 25 years [6]. 

 
4. Progressive-Relapsing MS (PRMS): A rare form, affecting fewer than5%of pa-

tients. It is progressive from the start, with intermittent flare-ups of worsening symp-
toms along the way. There are no periods of remission [2]. 

 
Subtypes of multiple sclerosis 

 
1. Clinical Isolated Syndrome (CIS): The first episode that suggests the existence 

ofMS [6][44]. 
 

2. Radiologically Isolated Syndrome (RIS): The finding, using MRI, of lesions without 
though the existence of evidence of clinical symptoms [6][45]. 

 
3. Benign MS: A concept that the patients does not present any neurological 

disabilitiesin 15 years from the onset of the disorder [6][46]. 
 

4. Malignant MS: Rapid progressive disease that may result in death after short 
timefrom the onset [6][46]. 

 
5. Single attack progressive MS: Considered to be subtype of the SPMS in which 

theprogressive phase of the disease follows a single first attack [6][43]. 
 

6. Transitional MS: It’s the transition phase between RRMS and SPMS. This 
sometimeshappens gradually [6][43]. 

 
Diagnosis of the disease does not have a single laboratory test but it relies mainly on 

clinical tests that evaluate not only the symptoms manifestation but also the dissemination 
of the lesions, the central key of the disease, over time and space. The most sensitive test 
to depict the lesions and support the diagnosis is MRI which can be used to estimate 
several lesions’ characteristics [6].  

Many factors play crucial role in onset and progression of MS and its categories. Those 
can be genetic, environmental like geographic regions, metabolic and virus-related 
[2][3][4][5]. 
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2-2 Magnetic Resonance Imaging (MRI) in Multiple Sclerosis (MS) 7 

 
To understand though MS epidemiology, the aforementioned factors should be studied 
inter-twined and not in isolation [47]. 

 
MS is a considerable burden to patients and society. Society suffers from economical 

losses due to absenteeism from work and early retirement, as well as hospitalization 
expenses, while patients lose part of their lives as they cannot be productive and 
participate in their daily routine [48]. 

 
 

2-2 Magnetic Resonance Imaging (MRI) in Multiple Sclerosis (MS) 
 
 

As mentioned above, MRI has been included in the diagnostic procedure of MS as a 
supplementing tool leading thus, together with the clinical and laboratory analysis, to the 
need of certain criteria that will depict the existence of MS and will distinct it from other 
neurological disorders. The criteria are based on the existence of disseminating lesions 
across the CNS. Specifically the shape, distribution, morphology and evolution of the 
lesions depending on MRI techniques is examined [49]. 

 
Multiple Sclerosis is characterized by dissemination of the lesions over time and space 

and as MRI develops further every year, the display of the lesions becomes more 
accurate, leading therefore to more accurate diagnostic criteria [49]. 

 
Based on the current criteria for MS, also known as the 2010 McDonald criteria [50] and 

the MAGNIMS’ (European collaborative research network that studies MRI in MS) 
additional modifications [49] the MRI criteria are listed below and act complementary to the 
clinical and laboratory tests: 

 
1. Dissemination of lesions in space (DIS) can be shown with the involvement at least 

two out of five CNS regions as described next [49][50]: 
 

• Three or more periventricular lesions 
 

• One or more infratentorial lesions 
 

• One or more spinal cord lesions 
 

• One or more optic nerve lesions 
 

• One or more cortical or juxtacortical lesions 
 

An example of the aforementioned CNS areas, presenting lesions, can be seen in 
Fig 2-1. 

 
2. Dissemination of lesions in time (DIT) is demonstrated by [49][50]: 

 
• At least one new T21 lesion on follow-up MRI, with reference to a baseline scan. 

 
• Simultaneous presence of asymptomatic lesions at any time.   

1T2 refers to white spots, while T1 refers to black spots observed in MRI 
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8 Theoretical Background  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2-1: Example of MRI imaging depicting disseminating lesions in space in multiple sclerosis.  
A) periventricular lesions B) juxtacortical lesions C) infratentorial lesions D) spinal cord lesions  
E) optic nerve lesions [51]. 

 

2-3 Scientific Workflow Management Systems (SWMS) 
 

Computational neuroscience and hence MS research, depends on the gathering and 
analysis of large amount of heterogeneous data and their interpretation by multidisciplinary 
experts. A problem the scientist often face is to discover meaningful patterns in the 
gathered data, choose a suitable model for fitting the data and discover appropriate 
visualization and analysis tools for addressing the scientific challenges [52][53]. Moreover, 
as new technologies emerge, vast amount of clinical, imaging and behavioral data are 
extracted independently from several geographically dispersed research institutions [54]. 
Having access to this plethora of data, gives the opportunity for data exchange among 
researchers, accelerating the scientific discoveries [55][56]. The aforementioned facts 
have driven the creation of systems able to deal with the data flow and management, 
resources exchange, analysis, visualisation, simulation and scientists’ collaboration 
worldwide so as in silico experiments to be successfully carried out [9]. 

 
SWMS are fundamental tools that automate an experiment relieving the scientists from 

repetitive tasks and keeping track of intermediate steps and data. They also provide 
pipeline parallelism incorporating separate group of threads, each handling a different 
task. The groups are processed at the same time providing high efficiency. Another virtue 
of the SWMS is visualisation tools they provide in each experimental phase for evaluation 
of the results [9]. Therefore, it can be seen that SWMS have features necessary for 
processing fast, a large 
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2-3 Scientific Workflow Management Systems (SWMS) 9 

 
of MRI images from MS patients with accuracy and sensitivity [57]. 

 
The features that make SWMS attractive are listed below [9]: 

 
• User-friendliness: Most of the SWMS are still sophisticated but steps are made 

towards systems with easier interface for non-experts users [9]. 
 

• Support Mechanisms: Since there is online access to the system, each member 
ofscientific community can contribute easier in providing documentation, tutorials and 
common errors [9]. 

 
• Error Handling: Current systems are equipped with error checking tools. 

However,an effort is made to have meaningful error messages [9]. 
 

• Integration of Heterogeneous Resources: SWMS are able to integrate data 
andresources from multiple different sources. Data can be accessed and visualised 
through a web browser [9]. 

 
• Inter-operability: This type of systems should be interoperable, i.e be platform 

independent and interact, for example through internet, with other systems [9]. 
 

• Workflow Sharing: Sharing is one of the key advantages of SWMS, providing 
thefoundation of collaboration among scientists [9]. 

 
• Provenance Capture: SWMS keep track of the information flow in each stage of 

anexperiment ensures reproducability [9]. 
 

Loni Pipeline implemented in the University of Southern California [10], Mevislab 
implemented by MeVis Medical Solutions AG and the research institute Fraunhofer MEVIS 
[11] and KNIME software suite created by KNIME AG [12] are three open source SWMS 
that look promising not only for MS research, but also for other neurological disorders. The 
se-lection of these systems was based on the fact that they are free and that they are 
supported by scientific community. An effort to review the three software was made in 
order to gain a better insight of the tools. 

 
2-3-1 Loni Pipeline 

 
Starting with Loni Pipeline, it is a free, portable, efficient and distributed computing 
workflow application mainly aimed for neuroscience researchers [58][59]. It enables 
software inclusion from different laboratories in different environments [58], creating thus 
easily workflows and taking advantage of all available neuroimaging tools.  

The software can link together individual executable programs or modules, into a 
processing tree, creating thus a pipeline that contains the information regarding 
connectivity between processing modules. Moreover, it allows the accurate exchange of 
files, results and other useful information between interconnected modules. A pipelet is a 
part of a pipeline that is treated as a separate module inside a pipeline [58]. The 
description of the modules and pipelines is implemented in Extensible Markup Language 
(XML) allowing any command-line processes, web-service or data-service, to be accessed 
within the environment by reference 
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and without the need of an application interface [59] and the need for all information to be 
embedded in the environment itself [52].  

As a modular environment, i.e an environment which is not entirely encapsulated in one 
software package, but instead all analysis techniques, subroutines and programs are 
incorporated individually, provides flexibility and complete control [58]. Modularity though, 
may raise interoperability issues between different steps and difficulties in choosing the 
suitable package, subroutine or analysis techniques [58].  

Another advantage of Loni Pipeline is that it is parallel process efficient. It uses data-
flow model which is based on a directed graph, to ensure its parallel architecture. 
Processing functions, or modules, are represented by nodes and data pipes are 
represented by edges depicting the flow of data between the functions. All modules that 
are data independent on each other can be parallel executed [58]. To make sure that the 
data-flow model does not exceed available computing power there is a first-in–first-out, or 
FIFO, launch queue.Moreover, the software has access to LONI’s supercomputer cluster 
allowing grid utilization of the client server infrastructure [52][58] providing therefore broad 
resource distribution [59]. A schematic of pipeline clients connected to pipeline servers 
which support grid computing is depicted in Fig 2-2 while a simple neuroimaging workflow 
using Loni pipeline is illustrated in Fig 2-3.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2-2: Schematic representation of pipeline clients connected to pipeline servers 
supportingremote grid computing [60]. 

 
One of the biggest issues of such interconnection between clients and servers is 

security. The Loni Pipeline environment has integrated authentication protocols that offers 
maximum agility of diverse policies governing system authentication and access control. 
The pipeline server implements encrypted passwords for account access, while the client 
has restricted rights regarding the files and their transfer from the server [52][58][59][60]. 
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Figure 2-3: Simple Neuroimaging Workflow using the Loni Pipeline. The small circles, 
related toreference (label) and anatomy (label) images, represent the source of the data, 
the large circles represent the different modules, the edges represent the data flow and 
the triangles represent the output [61]. 

 
2-3-2 MeVisLab 

 
Continuing with MeVisLab, it is a graphical data-flow programming framework, open source 
[62][63] and cross platform compatible, consisting of image processing and visualization tools 
[64]. In the software package two toolkits are included, the Insight Segmentation and 
Registration Toolkit (ITK) and the Visualization Toolkit (VTK) [64]. The two toolkits are 
basically libraries responsible for handling heavy computation burden [63]. 

 
Modularity is one of the MeVisLab’s advantages, since the environment provides 

medical image processing (colored in blue) and visualization (colored in green) blocks or 
modules that can be combined with a graphical visual approach, leading thus to the 
creation of new mod-ule networks (e.g algorithms) that implement certain functionalities 
[62]. Moreover, macro modules (colored in brown) [65], i.e a higherlevel modules that 
encapsulate lower level multiple modules, can also be created forming thus a more 
complex module network also called a 

 
Thesis Report I. Petridis 



12 Theoretical Background  
 
 

scene graph or a pipeline [62]. A scene graph is depicted in Fig 2-4, where an image is 
loaded, segmented, post-processed and visualized using the respective modules. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2-4: A modular MeVisLab network consisting of three subnetworks implementing 
visu-alization, post-processing and segmentation. Each subnetwork consists of image 
processing and visualization blocks/modules colored respectively in blue and green. 
Macro modules colored in brown are also exist [62]. 

 
Lastly, MeVisLab uses an abstract module definition language (MDL) offering the ability 

to create graphical user interfaces for an application. Moreover, using Python and 
JavaScript, dynamic functionality can be added to an application. Finally, C++ code can be 
used for integration with the macro modules [63][64]. 

 
2-3-3 KNIME 

 
KNIME (Konstanz Information Miner) is another promising imaging-based and open 
source tool SWMS that enables visual assembly and interactive execution of data 
pipelines [66]. KNIME was initially developed for pharmaceutical research. Later, its usage 
expanded to financial analysis, business intelligence, retail, manufacturing, government 
research and life sciences [12]. A typical example of KNIME software can be seen in Fig 
2-5. The figure presents an illustration of the user interface. At the left, the file and node 
browsers can be seen, at the middle the palette, where the workflows are created is 
demonstrated, and at the 
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right, the node description is depicted followed by the console which is used for alerting 
the user about warnings and errors occurred during the execution. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2-5: Typical example of KNIME platform [66]. 
 

The KNIME suite has been designed taking into consideration three principles [66]. 
 
 

1. Visually interactive framework: Drag and drop can be used to combine 
processingunits like nodes or workflow pipelines. Nodes follow the Model-View-
Controller architecture and correspond to the simplest processing unit. Workflow 
pipelines constitute complex structures consisting of multiple nodes [66]. 

 
2. Modularity: Data processing units are independent on each other and can be 

combinedto create complex projects in a single pipeline [9][66]. 
 

3. Easy extensibility: Newly developed processing units can be added simply, by 
pluginmechanisms without the need of complicated install/uninstall procedures [66]. 

 
The aforementioned design principles lead to the one of the biggest advantages of 

KNIME. In contrast to many other workflow systems, KNIME has the ability to stop, review, 
edit and resume the procedure at any step of the pipeline, importing or exporting data, 
deleting or adding nodes without the need to re-execute the previously executed 
processing units [66].  

KNIME supports predictive model markup language (PMML) which is an XML-based 
open standard for creating, storing and exchanging predictive and regression models in 
XML format [66]. KNIME platform, although written in Java, allows the running of scripting 
nodes. 
Thesis Report I. Petridis 
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Most of these nodes are implemented in Python and Perl. It also supports JDBC, a java-
based access technology that provides methods for quering and updating data in a 
database [66]. Lastly, another significant advantage of KNIME that derives from its 
modularity, is the ability to distribute designated nodes to separate processors and hence 
execute in parallel.  

To conclude a comparison table with key characteristics of each software management 
workflow system is given below: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2-1: Comparison table of Loni Pipeline, MeVisLab and KNIME illustrating the key 
featuresof each system. 
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Chapter 3  
 
 
 

(MR)Image Processing 
 
 
 
 
 

 
This chapter will introduce the steps that are being done in order to evaluate MRI images 
to conclude about the dynamics of a possible disorder. Specific information about MRI 
segmentation and MRI registration in different time stamps will be provided. 

 
 

3-1 (MR)Image Segmentation 
 

MRI segmentation of the brain is an important task for the analysis of the MRI since it 
influences the outcome of many clinical applications such as analyzing brain development, 
visualizing brain structures and image-guiding planning interventions for surgery. During 
segmentation the image is divided into sets of semantically meaningful, non-overlapping 
and homogeneous regions of similar attributes such as intensity, depth, color, or texture 
describing either region boundaries or identifying homogeneous regions like white matter 
(WM), gray matter (GM) and cerebrospinal fluid (CSF) [67]. 

 
Image segmentation can be performed in 2D or in 3D space. 2D and 3D images are defined 

respectively as functions of I(i, j) and I(i, j, k) where i = 0, 1, ....M − 1, j = 0, 1, ..., N − 1  
and k = 0, 1, ..., D − 1 denote spatial coordinates and every image consists of finite 
elements called pixels in 2D space and voxels in 3D space as depicted in Fig 3-1 [67]. 

 
There are plenty of methods able to perform MRI segmentation and some of them are 

presented here below: 
• Manual segmentation: It refers to a process where a human operator (e.g. a 

physician) segments an image manually. For 3D volumetric images the 
segmentations is done in a “slice-by-slice” manner [67]. 

 
• Intensity-based methods: It refers to classification of the individual pixels and 

voxelsbased on their intensity [67]. 
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Figure 3-1: Representation of a pixel in 2D slice and a voxel in 3D space [67] for a 3D MR 
brainimage. 

 
• Atlas-based methods: It is a powerful tool for segmentation because it is based 

onthe existence of an atlas or template of the human brain for a specific population. 
The atlas contains prior knowledge about the anatomy of the brain and it is used as 
reference [67].  

• Surface-based methods: Its an addition to intensity-based and atlas-based 
methods.It refers to a number of alternative brain MRI segmentation approaches that 
include deformable models, active contours and surfaces [67][68][69][70][71].  

• Hybrid segmentation methods: It is a combination of several techniques that 
helpin solving emerging MRI segmentation problems. The idea is to combine 
different complementary methods into one hybrid approach to improve segmentation 
accuracy as much as possible [67][72][73][74]. 

 
MRI segmentation is a crucial procedure that can define the outcome of the analysis 

and it is up to users to select the most suitable method. However before segment the 
image several preprocessing steps need to be done in order to prepare the MR image for 
segmentation. For the current study manual segmentation was used. One of the most 
important steps is image registration [67]. 

 

3-2 (MR)Image Registration 
 

(MR)Image registration is the process during which two or more images of the same 
person overlay. It involves the discovery of transformation among images in which the 
examined features are spatially aligned. The images are taken at different times, from 
different scanning 
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angles, equipment and sensors, presenting therefore differences. The purpose of image 
registration in medical imaging analysis is to acquire more complete information about 
patient’s health in different time points (i.e before and after applying treatment) [67][75]. 
Based on the way of image acquisition, image registration process can divided into three 
groups as follows: 

 
• Multi-view analysis: Images of the same scene acquired from different points-

angles,aiming to gain larger 2D or 3D representation [76] as depicted in Fig 3-2. 
 
 
 
 
 
 
 
 
 
 
 

Figure 3-2: Presentation of a multi-view brain MRI. 
 

• Multi-temporal analysis: Fig 3-3 illustrates the representation of images of the 
samescene acquired at different times and possibly under different conditions. This 
type of analysis takes place often in a regular basis, aiming to discover differences 
between consecutive images [76].  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3-3: Representation of a multi-temporal brain MRI. 
 

• Multi-modal analysis: Images of the same scene are acquired using different 
techniques, e.g. MRI, PET, CT as it is demonstrated in Fig 3-4. The aim is to gain 
more complex information about the scanned object [76].  

 
 
 
 
 
 
 
 
 
 
 

Figure 3-4: Presentation of a multi-modal brain image. 
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Chapter 4  
 
 

MeVisLab Workflows 
 
 
 
 
 
 

In this chapter some MeVisLab scenarios will be presented. The scenarios refer to MS pa-
tients. MRI registration in certain time stamps will be depicted and lesions progress will be 
observed through these scenarios. Before presenting the scenarios, information about the 
used workflows and modules will be provided. 

 

4-1 Workflow for 2D-image representation 
 

Modules that were used for the design of the 2-D MeVisLab workflows are outlined here below: 
 

• View2DExtensions: View2DExtensions module encapsulates a set of viewer 
extensions (navigation, level/window adjustment and drawing annotations) that are 
commonly used in conjunction with a 2D viewer [11].  

• OsiriXDirectDicomImport: This module can be used for importing DICOM and 
othertype of image files. Two of those modules were used. One for each MRI slice 
and one for rendering the lesions for each slice [11]. 

 
• ImagePropertyConvert: Usually the images’ properties are not the same since 

theycan be taken from different equipment. In order to be able to merge two images, 
they should be converted according to a same reference point [11].  

• ColorModelConvert: ColorModelConvert module is used in order to change the 
colorof the depicted images, making the results more visible, according to users’ 
preference [11].  

• SoView2D - SoView2DOverlay: SoModules are modules responsible for 
visualizingthe images. In this study a SoView2D module is used in order to visualize 
the brain lesions. Another SoView2D module can be used in case of visualizing the 
MRI slices separately. In our case a SoView2DOverlay module is used for holding 
the information about overlaying the MRI lesions on the MRI slices. This information 
will be then sent to SoRenderArea module for visualization [11]. 
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• SoRenderArea: The SoRenderArea module is used in order to present two differ-ent 

scenes (e.g. MRI of a slice and lesions) at the same view. SoView2DOverlay and 
SoView2D modules, depicting the MRI slice and the lesions respectively, pass the 
infor-mation of their scenes to the SoRenderArea module [11]. 

 
For registering 2-dimensional MRI images in different time points the workflow depicting 

in Fig 4-1 was used. As it can be seen, the same sub-workflow is used for each time point. 
The connections between the SoView2D modules help in interchanging MRI slices, i.e 
every time the user change the slice at the first time point, the slices of the other time 
stamps change automatically.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4-1: Workflow for presenting MRI slices at different time stamps (0, 12 and 24 months). 
 

For rendering 2-D MRI slices together with the MRI lesions the workflow depicted in Fig 
4-2 was used. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4-2: Workflow for representing MRI slices and lesions. 
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4-2 2D-Scenario 
 

MRI scans from patients with MS were recorded at different time points in order to visually 
check the progress of the disorder through time. MeVisLab software gives us the ability to 
depict each MRI slice in all corresponding time points simultaneously allowing thus the 
visual inspection and comparison of the MRI slices. Fig 4-3 - Fig 4-5 represent a randomly 
selected slice for three different cases, including the lesions, for two different time points.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4-3: Patient1 - 2D slice in different time points (0 and 6 months).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4-4: Patient2 - 2D slice in different time points (0 and 6 months). 
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Figure 4-5: Patient3 - 2D slice in different time points (0 and 6 months). 
 
 
 

4-3 Workflow for 3D-volume reconstruction 
 

Module details that were used for the design of the 3-D workflows are given here below: 
 

• OsiriXDirectDicomImport - ImagePropertyConvert - ColorModelConvert: These 
three type of modules were used as before. 

 
• SoGVRVolumeRenderer: The SoGVRVolumeRenderer module allows high-

quality3D-volume Rendering. It is the main rendering module and is complemented 
with a set of extension modules that allow to customize the rendering. The acronym 
GVR means Giga Voxel Render [11]. 

 
• SoGroup: SoGVRVolumeRenderer module includes the information needed to be 

vi-sualized, while the SoGroup module is the container for this information. Hence 
the 3D-volume will be visualized inside the SoGroup module [11]. 

 
For registering and reconstructing 3-D volumes based on 2-D MRI images in different 

time points, the workflow depicted in Fig 4-6 was used. The same sub-workflow is used for 
each time point. 
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Figure 4-6: Workflow for representing 3D MRI volumes at different time points (0, 12 and 
24months). 

 
4-4 3D-Scenario 

 
For reconstructing the 3D volume of the brain based on 2D MRI slices, MRI scan from patients 
with MS and their lesions were manually recorded. Fig 4-7 depicts the 3D-reconstructed 
volume for a patient at different time points based on the available data, while in figures 4-8 
and 4-9 information about the lesions inside the 3D-volumes is visualized. In Fig 4-8 and Fig 4-
9 the location and the size of the lesions can be inspected by a specialist.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4-7: Patient1 - 3D volume reconstruction at different time points (0 and 6 months). 
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Figure 4-8: Patient1 - 3D volume reconstruction with lesions at different time points (0 and 
6months).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4-9: Patient2 - 3D volume reconstruction with lesions at different time points (0 and 
6months). 

 
As can be seen from Fig 4-8 and Fig 4-9 the lesions depicted change over time, 

showing the progress of the disorder. 
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Chapter 5  
 
 

KNIME Workflows 
 
 
 
 
 
 

In this chapter two different workflows for KNIME are presented. The first one corresponds 
to registration of MRI into different time points, while the second depicts the steps for 
segmenting and labeling the MRI slices a procedure helpful for the identification of the 
lesions. Moreover, 3D-volume reconstruction was available only using DICOM images. A 
small description of the nodes used to create the workflows is also provided below. 

 

5-1 Nodes’ Description 
 

A brief summary of the nodes, available in KNIME’s and KNIME community’s repositories, 
that were used to construct the segmentation and registration workflows is given below: 

 
1. Registration 

 
• Image Reader: The node is used to import the desired images. The images 

areimported as a column vector of dimensions NxM [12].  
• Image Calculator: It is used for the evaluation of mathematical 

expressionsbased on the imported images. The new results are appended as a 
new column in the pre-existing image column vector. We used this node to 
rename my images and create n-columns for each one of the time points [12].  

• Column Filter: After appending the new columns, corresponding to each timepoint, 
the node Column Filter was used in order to discard the initial images [12].  

• Column Appender: Column appender appends a column vector into a 
preexisting one. We used this node to concatenate the desired columns and 
create a matrix [12]. 

• Image Viewer: This node provides a view of the imported image [12]. 
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2. Segmentation 

 
• Global Threshold: This node is an algorithm that determines a threshold 

todistinguish between foreground and background of an image. After the 
threshold has been computed or manually selected by the user, the algorithm 
automatically marks any pixel with an intensity value greater than this threshold 
with "1" and any pixel with intensity lower than the threshold as "0". The result is 
a binary image which subsequently can be processed with the Connected 
Component Analysis Node to extract a labeling with separated segments. For 
this case max entropy was used as a threshold method, meaning that the 
probability distribution with the largest entropy is the one that best represents 
the current state of knowledge and this distribution will be applied as a threshold 
[12].  

• Connected Component Analysis: It is an algorithm of graph theory that 
labelsthe images based on the identification of connected components in binary 
digital images. This algorithm is often used in computer vision [12]. 

• Interactive Segmentation View: This node allows to view segment 
labelsrendered on top of the original image. You can explore such overlays by 
adjusting transparency, colors and the used renderer. Filtering of the labels is 
also possible and allow detailed examination of the segments [12]. 

 

5-2 Workflow for image registration 
 

The MRI images taken from MS patient were also used for registration at different time 
points using KNIME. The workflows that were created are depicted in Fig 5-1 and Fig 5-2. 
The second workflow (see Fig 5-2) is basically an extension of the first in order to 
incorporate registration in one more time point.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5-1: Workflow for the registration of MRI slices acquired at two different time points 
(0and 6 months). 
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Figure 5-2: Workflow for the registration of MRI slices acquired at three different time 
points(0, 6 and 12 months). 

 
The output of the aforementioned workflow depicts the MRI slices at different time 

points, allowing as before their visual comparison. The are options like contrast and light 
adjustment that cab be additionally chosen by the users of the system, which may 
enhance further the visibility. An example for both workflows is depicted in Fig 5-3 and Fig 
5-4 respectively.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5-3: MRI registration of brain images using KNIME workflows at two different time 
points(0 and 6 months). 

 
 
 
 
 
 
 
 
 

I. Petridis Thesis Report 



5-3 Workflow for image segmentation 27  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5-4: MRI registration of brain images using KNIME workflows at three different 
timepoints (0, 6 and 12 months). 

 
5-3 Workflow for image segmentation 

 
Segmentation is a very important process that can help in the identification and visual 
inspection of MRI lesions. In case of the KNIME workflow, the process of segmentation 
starts with determining a threshold in order to distinguish between foreground and 
background image features. The threshold is computed based on an algorithm, such as 
max entropy. The algorithm creates a new binary image, each pixel of which is 
represented with a value 0 or 1 based on its previous value. If the pixel’s value for the 
initial image is above that thresh-old then the same pixel in the new binary image is 
assigned with 1, otherwise with 0. The new binary image is then used to determine the 
segments with the same components based on graph theory which are lastly visualized by 
the software and can be inspected [12]. The segmentation process is depicted in Fig 5-5.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 5-5: Segmentation workflow for KNIME depicting three nodes. Image Reader node 
isused to read the image, Global Thresholder node is used to determine the threshold 
between foreground and background image features, the Connected Component Analysis 
node is used to determine the segments with the same components based on the graph 
theory and the Interactive Segmentation View node is used to visualize the result. 
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Fig 5-6 and Fig 5-7 represents segmentation of the brain for a patient at two time points 
(0 and 6 months) with highlighted the point of interest. This helps in visually identifying 
potential differences.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5-6: MRI segmentation at1sttime-point.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5-7: MRI segmentation at2ndtime-point. 
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Chapter 6  
 

 

MeVisLab-KNIME comparison criteria 
and an introduction to 3D-Slicer 

 
 
 
 
 

In this chapter, the comparison criteria between MeVisLab and KNIME are discussed and 
an introduction to 3D-Slicer was presented. 

 

6-1 Overview of MeVisLab and KNIME 
 

Both MeVisLab and KNIME are integrated development environments (IDE) based on 
visual flow. They consist of a huge variety of simple and more complex modules and 
nodes that are combined into forming data networks. Inside those networks, images are 
being processed.  

The comparative evaluation of the two systems was based on the following criteria: 
 

• Color and Opacity Transfer Functions: These functions render displays in 2D 
and3D data with RGBA samples (red, green, blue and alpha). Applications using this 
functionality include 3D visualization of data with clearly separated structures in 
terms of data values and location as found in CT of fractures bones [63]. 

 
• Gradient Magnitude Transfer Function Volume Rendering: These 

functionsenhance regular volume rendering by suppressing samples along a 
projection ray based on the gradient magnitude at each sample location. This can be 
used to better show embedded objects like cancer tumors or lesions in a human 
organ [63]. 

 
• Multidimensional Transfer Function Volume Rendering: This feature displaysa 

2D histogram of two arbitrary scalar values that come from the same original volume 
data. On the histogram, the user can select regions to set opacity and color which 
then are used by the volume rendering. This functionality can be used to better 
handle structures with overlapping ranges of data values as present in different 
regions of a tooth in MRI [63]. 
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• Tagged Volume Rendering: It uses different transfer functions and shading 
effectsfor each uniquely tagged region in a data set. Hence, different segmented 
objects can be visualized in various colors and embedded objects can be made 
opaquer than the enclosing ones. For example, this is useful for the display of organs 
in human [63]. 

 
• Interactive Segmentation Parameter Finding: This feature allows displaying on 

aGUI all relevant segmentation parameter for each supported segmentation 
filter/algorithm as well as the resulting segmentation output. The user can adjust the 
parameters and see the corresponding updated segmentation. This is useful when 
determining the best parameter settings in a segmentation filter when applied to new 
data sets. An example of using this functionality is when segmenting coronary blood 
vessels images acquired under varying MRI scanner settings [63]. 

 
• Interactive Prototyping of Research Algorithms: This functionality 

combinespreviously developed algorithm components in new configurations with 
customized parameter settings. Through visual programming, component inputs, 
outputs, and parameters can beinspected at any point in the algorithm pipeline. To 
reduce development time learning curve algorithm components are cast into 
precompiled modules accessible even for nonprogrammers. A student may use this 
to study CT scan noise removal methods [63]. 

 
• Analysis of 3D and Time Volume Data: It imports 4D volume data, processes 

andvisualizes profile curves along time for each 3D position and creates parametric 
maps. This is the core component of functional MRI analysis of breast tumors to 
determine if treatment is successful [63]. 

 
 

Based on the aforementioned criteria an effort has been made to implement image 
segmentation and registration, 3D volume reconstruction, and lesion visualization and 
measuring. The following comparative table illustrates the functionalities that were 
possible to be implemented for MeVisLab and KNIME. As can be concluded, none of the 
two systems could be used to implement the key functionalities.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 6-1: Comparison table of MeVisLab and KNIME illustrating the key functionalities 
thatwas possible to be implemented using both of the systems. 
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6-2 3D-Slicer 
 

3D-Slicer was selected to be compared with the aforementioned systems in terms of 
functionality, as it is one of the most known free software presenting huge capabilities and 
ease of use for medical imaging research. It provides a highly intuitive graphical user 
interface, depicting a high variety of available layout for views. The most common one is 
the one depicting the axial, sagittal, coronal and a 3D view. Moreover, it gives the ability to 
reconstruct the 3D volume based on 2D images, either in DICOM format or in any other 
image format. Segmentation and illustration of lesions in different time points is also 
available. Finally, one of its major advantages is the ability to take lesion measurements 
with literally one click of the button and depict them inside the specific slice of the 3D 
volume, providing thus a more holistic representation of the human brain.  

Fig 6-1 provides a summary of all available views of 3D-slicer. The axial, sagittal and 
coronal 2D views can be distinguished, while a 3D view is also available.  

Fig 6-2 depicts two top views of a 3D reconstructed volume. On the left the first available 
slice is presented, while on the right a randomly selected slice can be seen. In order to achieve 
this, the region of interest(ROI) changed with simply dragging using the mouse.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6-1: 3D-Slicer 2D views (axial, sagittal, coronal) and 3D recon-
structed view  

 
 
 
 
 
 
 
 
 
 
 

Figure 6-2: 3D-Volume reconstructed. Top and random slice view. 
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Figure 6-3: 3D-Volume reconstruction. Top and side views. Lesions illustration  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6-4: 3D-Volume reconstructed. Randomly selected slice view. Lesions 
illustration 

 
Fig 6-3 and Fig 6-4 represent the same person with lesions in different slices. The 

modality of the image has changed in order to present lesions in a more distinguishable 
way. The two figures illustrate the shape of the lesions and their depth in brain. Figure 6-5 
presents the dimensions of the selected lesions, providing enriched information about the 
condition of the patient. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

I. Petridis Thesis Report 



6-2 3D-Slicer 33  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6-5: Measurements of lesions’ dimensions of a randomly selected slice. 
 
 

To finally comprehend how the three systems compare, the following table illustrates 
that3D-Slicer outweighs both KNIME and MeVisLab as it can perform all the key 
functionalities.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 6-2: Comparison table of MeVisLab, KNIME and 3D-Slicer illustrating the key 
functionalities that was possible to be implemented using all of the systems. 
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The following table presents studies that have used KNIME, MeVisLab and 3D-Slicer in 
medical research. Some of them focused in MS research. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 6-3: List of papers about KNIME, MeVisLab and 3D-Slicer, ordered chronologically 
andalphabetically. The authors used the three aforementioned systems in medical 
research. Some of them focuses in multiple sclerosis 
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Chapter 7  
 
 

Discussion-Conclusions 
 
 
 
 
 

 

7-1 Discussion 
 

The goal of this project was to identify and evaluate open source medical neuroimaging 
systems with workflow management features. The main constraints of the selection was to 
be freely available. Three frameworks were chosen, MeVisLab, KNIM E and Loni Pipeline. 
One of them, Loni Pipeline, presented several connectivity issues which has not been 
solved until recently. Therefore, it was discarded from the study. The rest were examined 
and evaluated in terms of image registration, image segmentation and 3D volume 
reconstruction.  

The two examined systems provide all the necessary tools to explore and determine 
data-driven parameter estimates as they have in common data processing techniques (e.g 
filtering, segmenting, module-wise interface), visualization (e.g 2D cross sections), types 
of supported input data (e.gDICOM images, TIFF images, etc.) and basic visual 
interactions (zoom, scroll).  

The comparison of the two workflows based on aforementioned criteria showed that both 
have their own advantages and disadvantages in different areas. Which one is to be chosen 
depends on the type of application to be written and the type of intended user, however, the 
information in this review is presented to aid that decision. The different types of example 
functionalities and applications presented in this paper include tasks that are relevant to image 
segmentation, image registration and 3D volume reconstruction. A good strategy to determine 
which framework should be used is to identify the class of applications that one expects to 
work on the most and then select the framework accordingly.  

MeVisLab is the best framework for creating application prototypes, related to biomedical 
imaging, via visual data flow networks on a computer or for 3D plus time volume data analysis. 
In contrast, KNIME is the best choice for simulation applications in more than one field. It, as 
well, uses open source visual data-flow programming. One of the biggest benefits of these 
systems, i.e those that use visual data-flow programming paradigm is that the user can try out 
new combinations of algorithms faster than through writing code. In addition, no recompilation 
or re-execution of algorithm steps unchanged from the previous execution is needed.
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KNIME and MeVisLab are similar in this part as they both use this visual data flow 
paradigm. 

 
KNIME is open source, has a broader feature set with more integrated scientific packages. 

MeVisLab offers more streamlined automatic analysis of module input/output ports. Both offer 
scripting capabilities, KNIME more extended as it can integrate most of the programming 
languages, while only python can be used in MeVisLab. Both frameworks allow the creation of 
customized end-user applications hiding the data network complexity. To highlight one of the 
most important benefit achieved from any of the frameworks, consider that they all require less 
than a day to create a usable application build from pre-existing classes/modules.  

Covering their drawbacks, according to my opinion, those systems’ major weakness is 
that they are designed to cover a variety of research. Towards this goal, every functionality 
is captured in modules or nodes, leading to complex interconnections in case of more high 
demanding workflows. Therefore, instead of providing flexibility, they achieve exactly the 
opposite. To that extend, they seem to not suffice for more complex processes related to 
each specific field. In this case, tailored software is believed to give more functionalities 
and comfort to the user. By reviewing the functionality of 3D-Slicer, it seems that not only it 
provides a more intuitive graphical user interface comparing to SWMS, but also the it is 
consisted of several functions able to perform segmentation, registration, reconstruction 
and visualization in a more elegant and fast way. 

 
 

7-2 Conclusions 
 

In this section, the conclusions of this project based on the review and the simulations are 
presented: 

 
1. The two examined systems have common tools to explore and determine data driven 

parameter estimates. 
 

• Data processing techniques (e.g filtering). 
 

• Visualization (e.g 2D cross sections, visual interactions such as zoom and scroll). 
 

• Supported input data (e.gDICOM images, TIFF images, etc.). 
 

2. MeVisLab is used for biomedical imaging. 
 

3. KNIME is used for simulations in more scientific fields. 
 

4. KNIME and MeVisLab provide modularity allowing departmentalization of the analysis. 
 

5. Users can try new combinations of algorithms faster without the need to write code. 
 

6. No recompilation or re-execution of the unchanged steps from the previous 
execution is needed. 

 
7. Both offer scripting capabilities (in paid version). 

 
• Many programming languages can be used with KNIME. 
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• Only Python can be used with MeVisLab. 

 
8. Both frameworks allow the creation of customized end-user applications in less than 

a day by using pre-existing classes/modules and therefore hiding the data network 
complexity. 
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