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Summary

The RLGame is a strategy game of two players that is continuously developed since 2001. It
was created in order to conduct research at the field of Reinforcement Learning. In this
dissertation we suggest a number of scenarios, where the agents (avatars) that are competing

in the RLGame could be studied under the presence of resource constraints.

The goal of these scenarios is to investigate whether there are indications of behavioral
adaptation when the rules of the game essentially change and therefore could lead to explicit
or implicit opponent selection. A number of scenarios are theoretically described and some

of them are implemented using Eclipse, a Java integrated development environment.

These implementations provided some indications that the existence of some resource
constraints might affect the behavior of the synthetic agents and at the same time set the base
for future research on the RLGame in order for a more dynamic approach to be implemented

and the behavioral adaptation of the agents to be investigated in depth.
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Hepianym

To RLGame eival éva mayvidt otpatnykng HeTagd SV0 TAlXTw, OOV AVATITUCOETAL
ovveyopeva amo to 2001. Lkomog ™G Snuovpylag Tov NTav 1 EPELVA GTOV TOUEA TNG
Evioyutikng Mabnong. Ztnv mapovoa petamtuxlan Slatpifny, mpoteivoupe evav aplopo
oevapiov, péoca amd ta omola oL Tpaktopeg (avatars) oOmov Staywvilovtal oto RLGame

UTTOPOUV VA LEAETNOOVV UTIO TNV TAPOVCIX TIEPLOPLOUWY TIOPWV.

ZTOX0G aUTWV TWV cevapiwyv elval va gpeuvnBel To av VTTapyxeL EVOELE GUUTIEPLPOPLKNG
TPOCAPHUOYTG, OTAV 1] KAVOVEG TOU ALY VLS00 0VGLACTIKA AAAAJOUV KL KATA CUVETELX AV
umopel va odnynoel oe Aaueon 1 €upeor emAoyn avtimaAov. ‘Evag aplBuog cevapiwv
TEPLYpA@OVTAL BEWPNTIKA KAl HEPIKA amd auTA VAOTIOlOVVTAL 0TO UE Xprom Tov Eclipse,

0AOKANPWHEVOL TIEPLBAAAOVTOG AVATITLENG YIA TN YAwooo Java.

Autég ol vAomomoelg avéESElay KATOLA ATOTEAECUATA TOU Oelyvouv OTL (OwG 1
CUUTIEPLPOPA TWV TIPAKTOPWV EMMNPEALETAL ATIO TNV VTIAPEN KATIOLWV TIEPLOPLOUWY TTOPWV,
evw TapdAAna €é6ecav tn Bdon vl pa o Suvapikn vAomoinon mavw oto RLGame 6mov
Ba emiTtpémel pa o €15 Babog €pevva MAVW OTNV TPOCAPUOOCTIKY] CUUTEPLPOPA TWV

TPAKTOPWV.

A€Eeic Kheda

[ToAvmpaktopika Zvotipata, Evioxvtikny Mabnon, ZuvBetwkol IMpdxtopeg, Ieploplopog

[Topwv.
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Chapter 1

Introduction

The field of Multi-Agent Systems (MAS) is considered a subfield of Distributed Artificial
Intelligence (DAI), which aims to develop distributed solutions for problems. The MAS
applications have experienced a rapid growth during the last decades. The main reason is
their promise of making decisions in real-world (complex) problems. The general idea
behind the MAS applications is that a number of intelligent autonomous agents are deciding
for their actions within a complex environment having as goal to maximize the individual or
the team score depending on the environment (competitive or cooperative), while at the
same time the complex problem is being divided in smaller tasks which are assigned to the
agents. Obviously, the target can be different depending on the approach. Even though there
are many approaches and techniques to complex problem solving [Chen et al,, 2008: 1-2] we
are particularly interested in experimenting within a multi-agent environment, because we
believe that first, such environments are the closest simulation to the real-world in terms of
complexity and manipulation of a dynamic environment from the agent [Helleboogh et al.,
2007: 29] and second, that they bring us closer to the cognitive systems paradigm [Langley,
2012: 4], which briefly describes the ultimate target of Al projects, to achieve cognition that
is close, if not similar to the human one, therefore closer to the human behavior that we want

these complex systems to reproduce.

For example, during a complex task such as driving a car, a human, who can be also an
unexperienced driver, must receive information from the environment (car, road, traffic-
lights etc.) and at the same time from the other drivers, while the driver is adapting her
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behavior to the continuously changing environment. Therefore, in a MAS simulation, where
each car is an agent and we cannot foresee all the possible scenarios that could take place, an
intelligent agent must learn on its own and adapt to every change, thus the autonomy (ability
to choose the actions without an intervention outside the environment) that is given to it.
Knowledge could be acquired from its actions, the environment and from the agent’s

interactions with the other agents.

The definition of what an agent or what intelligence is, has troubled the researchers since a
long time ago [Franklin & Graesser, 1996: 7] and during all these years we have seen many
definitions that slightly differ from each other, making their appearance in the literature. For
example, in [Dori et al., 2018: 2] the authors hinted at this problem of the literature and tried
to provide a general and simpler definition. In order to avoid all the confusion regarding the
definition, during this thesis we have decided to use the definition of an agent as it is
introduced in [Russel & Norvig, 2010: 34], which in our opinion is very accurate and describes
an agent as “...anything that can be viewed as perceiving its environment through sensors
and acting upon that environment...” and for a synthetic agent, the definition that is used in
[Kiourt, 2017: 2], which targets agents that act in a gaming environment, and describes a

“

synthetic agent as “... artificial with different characteristics (different playing profiles),

which interact with other agents...”.

Further we are going to explain our main scenarios in which we suggest the conduction of
some of the suggested experiments within a multi-agent system and more specially in a
gaming environment, where synthetic agents will interact under resource constraints and
how these constraints might affect or not the implicit or explicit opponent selection.
Throughout this thesis the word avatar has been used to describe these synthetic agents that

interact within the RLGame platform, and their definition is given in detail later in Chapter 2.



1.1 MAS environment - Characteristic Features

Above, we have briefly described the general idea behind the function of a multi-agent
system. A number of agents, interacting with each other and with the environment (in terms
of basing their decision on the information that is provided from each agent and the
environment that the agents are located), having as goal to solve a complex task. We are going
to provide a slightly more detailed description of a MAS and its agents and also briefly present
the applications and the challenges that we could meet in a MAS and more specifically during
a high-level implementation of our suggested scenarios.

We should mention that the environment and the agents that are acting in it, are different
things, meaning that the agents are deciding according to their environment and not vice
versa. That also depend on the problem’s nature, that is strongly connected to the
environment’s dimensions. For example, the environment could be a network and its agents
different software programs or in our case the environment is a gaming board, and its agents
are avatars that play the game and gain experience after every game. The environment is an
especially important factor in a MAS, for the reason that it can affect the decisions of the
agents from the information that it provides. As we have mentioned earlier the dimensions
of the environment determine to a large extent how the agent is designed, and which
techniques is it going to apply when acting within the environment. As it is described in
[Russel & Norvig, 2010: 42] the environment can be fully observable or partially observable.
When the agent obtains constantly through its sensors, information about the environment’s
state, then we are talking about full observability of the environment. The partial
observability could be due to noise in the agent’s sensors or missing data. It is obvious that
in general we would like a fully observable environment because this means that the agent
does not have to keep track of the world. Another dimension is single-agent or multi-agent
environment. For instance, an agent that solves mathematical equations is acting in single-
agent environment, whereas a game against two or more agents is obviously a multi-agent
environment. At the beginning, it was mentioned that a multi-agent problem is closer to a
real-world problem, therefore it is more complex. An environment can be also characterized

deterministic or stochastic. Almost everyone is familiar with these two philosophical terms,



but when it comes to computer science, an environment can be deterministic if the next state
of the environment depends on the current state and of course the agent’s action. Any other
description is connected to a stochastic environment. Another dimension is when we have to
determine whether the agent needs to think ahead or not, meaning that if the decision taken
at a state s, affects the state s’. If the short-term actions have long-term consequences then
we are talking about a sequential environment, otherwise we have to do with an episodic
environment. Static or dynamic, discrete, or continuous and know or unknown are also some
dimensions that can describe an environment and determine the agents design and actions.

In Table 1 we can see some examples of task environments and their characteristics.

But it is not only the environment that can differ but also the agents that act within it. The
features of an agent can affect the decision-making process and in order to generate complex
solutions as we see in [Garcia et al. 2010 as cited in Dori et al., 2018: 3] and in [Rabuzin et al., 2006:
158] these specific features are that the agent is capable of work without human intervention
and make decision on its own, i.e., autonomy, proactivity, meaning that the agent explores
new possibilities and is able to take the initiative and adaptability, so that the agent is able to

adapt to changes that take place in the environment.

Regardless of all the aforementioned characteristics that could define an agent, some key
components remain the same. An agent that is operating within an environment is affected
from it (perception) and the agent’s actions affect the environment too (action). As we can
see in Figure 1, the main components of an agent that acts autonomously in a single agent or
multi-agent environment are perception, action, and reasoning. Through interaction with the
environment, the agent receives information, selects actions and observes the effects that
these actions have on the environment. Over time, after many repeated interactions and

observations from the side of the agent the learning process improves reasoning.

This brief description of MASs and agents will help us in the next sections to determine and
describe the reinforcement learning technique in the gaming environment, the agents that
are taking action in it and what does it mean to act under resource constraints in a more

detailed way.



Task

Observable Agents Deterministic Episodic Discrete
Environment
Crossword puzzle Fully Single Deterministic | Sequential Static Discrete
Chess with a clock Fully Multi Deterministic | Sequential Semi Discrete
Poker Partially Multi Stochastic Sequential Static Discrete
Backgammon Fully Multi Stochastic Sequential Static Discrete
Taxi driving Partially Multi Stochastic Sequential | Dynamic | Continuous
Medical diagnosis Partially Single Stochastic Sequential | Dynamic | Continuous
Image analysis Fully Single Deterministic Episodic Semi Continuous
Part-picking robot Partially Single Stochastic Episodic | Dynamic | Continuous
Refinery controller
Partially Single Stochastic Sequential | Dynamic | Continuous
Interactive English
Partially Multi Stochastic Sequential | Dynamic Discrete
tutor

Table 1:Task Environments and their characteristics [Russel & Norvig, 2010: 45]
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Figure 1: Framework of an autonomous agent




1.2 Reinforcement Learning in Multi-Agent Systems

Reinforcement Learning is an approach of machine learning inspired by behavioral
psychology and the general idea behind it is that it is mimicking the way animals and humans
learn to take decisions, therefore the agents that act within an environment use the notion of
reward (positive or negative feedback received from the environment) in order to learn and
maximize their success. This means that the agents observe the effects of theirs actions and
learn from their observations, as a result in the future, if they have to make a decision on a
specific state, they know whether a move is in their favor (maximizes the reward) or not.
Many multi-agent systems use reinforcement learning techniques in order to train their
agents. As it has been mentioned above, most of the times a multi-agent system is considered
to be effective, because it can divide its main task into smaller subtasks and share it across
multiple agents. As we can imagine, such systems need particularly good collaboration
(assuming that the action takes place in a cooperative environment) and coordination
between the agents. In order to reach a satisfying level, meaning that the agents have reached
a level where their next moves are rational, the system needs lots of hours of training and
learning. For instance, everyone is nowadays familiar with the story of DeepMind’s AlphaGo
and its famous game against the human world champion Lee Sedol. AlphaGo’s system uses
reinforcement learning approaches in order to train. It started from day zero and a random
behavior and reached a satisfying level more or less after 40 days of training and 29 million

games of self-play (no human intervention). [Silver et al., 2017]

Most of the times, in order to model the interactions in reinforcement learning between the
agents and the environment, especially in the stochastic ones, we use the Markov Decision
Process (MDP) technique. Essentially MDPs are probabilistic models of sequential decision
problem. Reinforcement learning was originally developed for MDPs. A brief description of a
state at a particular point in time t would be that the agent finds itself in a state s and at this
state has to make a decision that leads to an action a. Since, we have reinforcement learning

we expect from the environment a reward r. Learning is achieved by the continuous agent-
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environment interaction and by the agent’s observation of the effect of its actions. The trial-
and-error characteristic is one of the most important features of reinforcement learning. At
the end, what we are expecting from the agent is to find out a policy m that contains actions
that maximize the summary of rewards. The best actions that an agent can make form the
optimal policy 7". As policy is defined the probability that an agent has at state s to choose an
action a. Generally, in reinforcement learning there are two basic function that are used in
order to identify how ‘valuable’ is a state and the value of an action a at a specific state s.
These functions are the value function and the action-value function respectively.

Now, let us say that we have the following variables for a single agent acting within an

environment:

e Sisthe setof states. S = {s1, S2,...., Sn}-

e Aisthe setofactions. A ={a1, az, ..., an}

e Pis a transition function. In simple words, it describes the to which state s’ the
action a takes us if we are in state s, i.e,, P (5,a,5’). It essentially describes the
probability of transitioning to another state from a current state by doing an
action.

e Ris the reward function. R (s, g, s’) is the rewarded that an agent is expected to

get when it does the actions a in order to transition from state s to state s”.

All the above are represented in a tuple (S, 4, P, R). The alternation between action and

perceptions helps the agent to interact with the MDP.

Now another possible representation of a multi-agent environment, as it is presented in [Guo
& Buerger, 2019] is like the following. Consider that we have a team of N agents, we would use
an excessive form of MDP as a tuple to describe the current condition of each agent n, where
Sis again the set of states in the environment, A is again the set of actions that each agent can
execute, C is the set of pairs of the states and the actions of the other agents, R the reward

function and T the transition function.

Mn = (Sn, An, C-n, Rn, Tn)



As the system is learning and evolving it ends up to the ultimate ‘path’, that is the best reward,
and it would be in the form of a sequence of action-state pairs. For example, an agent at the
state S4 can choose the a1 action and end has 0.6 probability to end up at the state Ss with
reward zero and 0.4 probability to end up at the state S¢ with reward zero as well. (Fig.2).

Of course, depending on the features and the complexity of the environment the MDP tuple
changes, e.g., in a single-agent environment the variable C would not exist, since it describes

other agents and not the one that we are observing.

ry A

Figure 2: An MDP example of six states.

There are several reasons why the problem of learning MDPs is coped with reinforcement
learning. In many cases, learning MPDs can be practically difficult, because the MPD should
be known from the beginning, in large state-spaces the computational time exceeds the
desired amount and in continuous state-actions spaces direct use cannot be applied.
Fortunately, reinforcement learning can deal with all the aforementioned problems, with the
only thing that is actually required is the agent-environment interaction. The input of the
current state s, which usually can be seen as a vector that contains all the information that is
available from the environment at a particular state and the reward r for the particular state
s represent the interaction. Essentially the reward r is the input that is coming from the
environment and is directly associated with the training of the agent. The agent is consisted
of three important parameters. The model where the states and the actions are mapped, the
learning update, where based on the rewards the model is being updated and the policy,

where action selection takes place.



In general, the goal of reinforcement learning is for the agent to learn the optimal policy m,
that maximizes the reward received with a particular transaction. As we can see in the
following formula, the optimal policy is a policy that provides the best value function for

every state.

Tt (s) = arg maxa Y. P(s, a, s’)(R(s,a,5’)+ yV(s'))

State s:
Reward r

St+1

V-1

Action a:

Figure 3: A simple depiction of reinforcement learning architecture

1.3 Exploitation/Exploration trade-off

During the introduction section, we have mentioned that we are mostly interested in
conducting our experiments within a gaming environment of synthetic agents, defining them
as agents with different characteristics. In reinforcement learning, there is always a
discussion on the right balance between the knowledge that the agent has already acquired
and the use of it (exploitation) versus the unexplored territories of the search space
(exploration) and how much the agent should depend on it. There are several parameters
that can affect the exploitation/exploration trade-off. The first is A€[0, 1], which determines
the degree that the updates are going to be influenced from events that occur later in time. A
good value for A depends on other parameters, but usually a value between 0.6 and 0.9 is
considered an acceptable one. Another parameter is the discount rate y<[0, 1]. This factor
determines the current value of future rewards. For instance, a reward that is received after
k steps worth y¥Itimes what it would worth if it would have been received now. Within the

aforementioned domain, the agent’s behavior is determined between a risky or a conservative
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frame. For y = 0 the agent considers only present rewards and does not care about the future
when on the other hand for y = 1 the agent is acting under a more farsighted strategy.
Certainly, we do not want our agents to be neither short- nor farsighted. A rather famous
approach to balance the problem, is the € - Greedy, approach, which is a mechanism that
specializes in action selection. The factor €€[0, 1] denotes the probability for the best move
to be selected when the agent is based only on the knowledge that it currently possesses. The
probability 1 - € denotes a random move. As we are going to see in a later section, these three
parameters (e-y-A), so called characteristic values are the ones that determine the agent’s

playing profile.

In the last couple of years, the significant progress has been achieved in the field of artificial
intelligence regarding the balance between exploration and exploitation. For instance, we
have seen in [Badia etal. 2020 as cited in Leonardos etal. 2021: 1] policies that are parameterized
from trained neural networks in order to select a between an exploratory and exploitative
policy. Other examples of progress regarding the aforementioned dilemma, is the ranking of
agents that participate in tournaments, according to their performance, introducing a
principled evolutionary dynamics methodology, [Omidshafiei et al. 2019: 22] that even can

involve noisy outcomes [Rowland et al. 2019: 9].

Despite the progress that has been mentioned it is worthy to clear that still there is not a
reliable method in order to confirm that the agent has fully understood the environment that
it is acting within. In simpler words, we cannot fully confirm that an agent has visited all the
possible states and has performed all the available actions, therefore it should terminate its
exploration. There is always a chance that there is a specific action, at a specific state, that
will provide the agent with a much more beneficial reward. Usually, for the exploitation-
exploration trade off to be determined it is used the e-greedy policy, a policy that we also
used in our experiments. The probability 1-€ that we define earlier, in this policy describes
the probability to act in order to get the highest reward, while the probability € on its own
denotes the random selection of an available action at the current state. For € = 0 the agent
acts only accordingly to the optimized policy, without exploring the environment. On the

other hand, for € = 1 the agent acts under a fully explorational approach.
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All the previous information was mentioned, in order for the reader to get an idea what is an
agent, an environment and how they can interact and affect each other. Also, the
aforementioned characteristics of the agent and their parameters, could be used, as we will
see further to create avatars in the RLGame platform that differ from each other in terms of
these characteristics and therefore investigate potential behavioral characteristics when

these types of avatars are competing in resource constraints scenarios.

Knowledge explorer/exploiter

E

Stable+slow/Unstable+fast learning

Risky/Conservative behavior

Figure 4: Characteristic values (blue) and possible playing profiles (red)
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Chapter 2

RL Game

In this chapter we are explaining the concept and the rules of the RL Game, its development
through time from the previous research on it and briefly explain what the term resource

constraint could mean in the RLGame and in multi-agent systems in general.

2.1 Environment and Rules

The RL Game as we have mentioned in the previous section is basically a combination of
reinforcement learning and neural networks and it was first introduced in [Kalles &
Kanellopoulos, 2001] as an application of reinforcement learning in order to deal with
playability and learning issues. Since then, the RL Game has been frequently used and further
developed during many theses. Our inspiration had been the direction for future
investigation that was suggested in [Kiourt, 2017: 145], regarding the opponent selection in
the RL Game under resource constraints. Further we are going to describe the environment
of the game and analyze what these constrains could be, but first, we will briefly introduce
the game and its rules.

The RL Game rules are simple. Two players compete against each other, in a board game of
N x N squares. Each player has a “base” where her pieces (if it is agreed between the players
can be more than one for every player) start (Fig.2). The piece at its first step, can be moved
only at the squares just outside the base (Fig.2 red squares) and not inside the base. Outside

the base each piece can move one square around its current position (Fig.2 green squares
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assuming that a piece is located at the blue square). In order to win the game, a player must
move to the opponent’s base or eliminate all the opponent pieces.

Earlier we have given the definition of a synthetic agent. In RLGame, every human player that
is created, can own a number of avatars. Avatars are agents that belong to a human player,
but they play and learn the game on their own. All the scenarios that we describe in further
sections are based on competitions between avatars. In Chapter 3 we can see in detail how
an avatar is connected to a human player and the interaction between two avatars in the
RLGame platform.

As we have mentioned earlier, the RL Game has been used frequently as a base for research
in several academic theses. For the purposes of these theses a platform has been developed,
in JAVA and JAVA script, in which players can play the specific game and at the same time
investigate the agent who plays the game. Our experiments and the scenarios’

implementations were conducted on this platform.

Player 2 Base

Player 2 Piece

Ik W s U o s 0

Player 1 Piece =
Player I Base

Figure 5: RL Game - Initial state and possible moves. Hellenic Open University (site)

Now, the RL Game environment’s description, can be based on the features that we have
described in the previous section. We can say that it is an accessible environment, since the
agents, that act within the environment, can get complete information about the

environment’s state, meaning that the position of every piece inside the gaming board is
13



known to the agents. Also, the environment is discrete and static, since there is a set of moves
that could be done since the final result of the game and the environment itself is only
modified by the actions of the agents. And of course, is not deterministic, because the
decisions of the agent on their next moves do not have a guaranteed, although there is a rule
that says, when a piece reaches a position from which it cannot move, all the possible moves
are blocked from opponent or allied pieces as a result the blocked piece is out of the game.
This particular phenomenon causes a form of deterministic discontinuity in terms of how the

game continues over time.

2.2 Resource Constraints in MAS and RLGame

In a MAS environment, information needs to be exchanged between the agents in order for
the maximal gain to be achieved. For instance, consider a team of robot agents in the real
world, that are deployed to complete a task of transporting a big number of heavy boxes from
point A to point B. The agents need to constantly communicate with each other, sharing
information regarding the amount of boxes left, the amount of robots at the pickup station
and since our example takes place in the real world, we can imagine that they share
information on their energy left e.g., battery level. The latter is an indication that the agents
are acting in a complex environment under resource constraints. Their energy level indicates
that they need constantly to update each other about their efficiency at the current time,
always taking the best decisions in order to maximize the target, which at this specific
example is to transfer if not all the largest amount of the boxes, that their energy level allows.
We can imagine the same idea in an example of software agents. Many problems that take
place in a MAS are well-known to be NP hard, due to their exponential increase of the state-
action space [Cappart etal. 2020: 2]. There are several solutions that have been developed in
order to tackle such problems. Optimization tools and deep reinforcement learning has
shown great potential in handling this type of complexity, especially the latter, even though
itis still hard to apply deep reinforcement learning techniques in many problems [Foerster et

al, 2017: 6].
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Another example problem that can describe the complexity of decisions in a resource-
constrained MAS, is the bandwidth consumption. It is important that the agents communicate
and share information with each other, but when this happens at an indiscriminate level it
can be problematic because important amount of bandwidth is consumed in information

exchange that it is not critical to reach the maximal reward [Dutta et al. 2007: 3].

In RL Game we do not have the problem of the energy limits like in our first example, but we
can assume that if the game design reaches overly complex levels the system will fail due to
the computational power needed. As we understand the “resource constraints” take another
meaning in the platform. For instance, resource constraint from the scope of the agent could
be considered the number of games that an agent plays against another. If we would try to
create performance rankings of all the agents with only a few games played and allow to all
of them to access this ranking information, it would be interesting to watch if the agents
decide to compete against a specific opponent in order to maximize their rewards or maybe
skip another one to avoid a big loss. Another resource constraint of course could be
computational power that our personal computers can provide (measured in FLOPS or
benchmarks), even though the first constraint probably sheds more light on the agent’s
behavior since it is a closer example of the human behavior in cases that we have to create a
strategy and choose opponents. There is always though the possibility to investigate the
behavior of the agent under computational constraints and watch how they would share their

power in order to reach the maximum reward at a specific position.

Our main idea based on the aforementioned constraints, is to first execute a different number
(which would be a limited one, hence the constraint) of games between the avatars in order
first to identify a value for the number of moves that can be executed in one game (number
of moves constraint) and observe at which point (number of games) this starts to affect the
decisions of the agents knowing of course the performance ranking of all the agents in the
environment, when this is combined with a constraint on the total number of moves. We
would like to see if the avatars will reach more or less the same performance ranking and if
this is the case what will drive them to select a specific opponent under these circumstances.

At the next sections we are going to describe the previous research that has been conducted
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on the RL Game platform and also our approach on the game, which briefly is that we would
like to try several numbers of games between the agents in order to develop avatars with
different experience (score) and at the same time try to explain our observations and
conclusions regarding the different ranking of the agents and sharing our ideas on the

possibility of a more dynamic expansion.

2.3 Previous Development and Research

As we have earlier mentioned, the RL Game had been used many times for research purposes.
Its simplicity makes it an exceptional game to try out different algorithms and approaches on
reinforcement learning and not only. But in order for us to be able to try our approach on the
RL Game platform, which we will explain in more detail in the next section, lots of
researchers, during several experimentations and approaches have brought the platform to
its current form. Since the development in [Papageorgiou, 2008] the researcher is able to
conduct experiment, while modifying the reinforcement learning and neural network
parameters. The usage of the platform through a simple internet web browser and the access
to the agent’s information was first presented in [Vlasi, 2008]. Two remarkably interesting
and helpful developments were the results in [Georgas, 2012] and in [Nikolaidis, 2014] where
the researchers examined the development of the neural networks regarding the different
gameplay and also achieved human vs human, human vs avatar and avatar vs avatars games,
respectively. Now it is also possible to train an agent exclusively with human intervention,
spectate games [Sarantinos, 2015] and choose the board size of the games and the number of
pawns as well [Nikolakakis, 2016]. The latest developments on the platform were made in
[Giantzoglou, 2017] and [Vasilopoulos, 2019], where the researcher is able to compare possible
moves with or without reinforcement learning in the two teams and set a new parameter in
the new game settings, which is the parameter of repeated games between two avatars. The
latter is something that we are going to use extensively during our experiments, due to the
different levels of agents that we would like to create in order to study their behavior against

agents with significantly different scores.
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Chapter 3

User-System Interaction

This chapter provided to the reader an idea on how to interact with the system of the
RLGame, through several platforms and environments, such as Eclipse, PhPmyAdmin, and

Windows Power Shell in order to set up the parameters of the avatars and the game and start

playing.

3.1 Platform Set Up and Agent Training

As discussed in previous sections, we would like to first to create several avatars that have
different levels of experience (score) and then try to create several gaming scenarios and
observe their behavior when it comes to opponent selection. The level of experience would
depend on the games that they have played during the training phase. For instance, if an
avatar has been trained in 20 games and another in 2000, certainly the level of experience
highly differs. The number of the agents and their levels is something that we have to
investigate as well in the first phase of our experiments, which means that we need to conduct
experiments under different score levels and also within the tournament the number of the

agents must differ.

Within the tournament, the agents as we have mentioned, will operate under resource

constraints. This means that an agent does not have the luxury to play a relatively big number
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of games in order to create the policy that maximizes the reward. For instance, in a
tournament of twenty agents, that each of them has a unique score level, an agent knows the
score of the rest and also know the number of the available games, that means that an agent
thatis in alow level needs to create a strategy that maximizes the reward within the specified
from us constraints range. We are running the RL Game server, using the XAMPP application
(Fig 7), which offers the necessary installations of Apache and MySQL in its packages. These
are used, so we can have a clear image of what is going on in our database, what is the name
of the avatars, what'’s their score (experience) etc. In the next section we present the whole

set up of the repeated games function using Eclipse.

ID Name Username Password Is_Human Owner_Player ID Score

Player_1 player01 pwO1

Player_2 player02 pwo2
P1A1(RL) avatar0101 12345
P2AZ(RL) avatar0201 12345

P3A1(MARL) avatar0301 12345

~ N o N =
~
o
@

Player_3 player03 pw03
Player_4 player04 pwo4

1 1
Z 1
3 0
4 0
5 P4AT(MM)  avatar0401 12345 0
6 0
7 1
8 1
9 Player_5 player05 pwo5 1

0

10 P5A1(RL2) avatar0501 12345
Figure 6: The RLGame server in phpMyAdmin showing the list of players and their avatars.

D XAMPP Control Panel v3.24 [ Compiled: Jun 5th 2019 ]

XAMPP Control Panel v3.2.4 @ Conig
;Lﬁ?:: Module  PID(s) Port(s) Actions $ Netstat
X Apache 13539?3 80,443 | Stop Admin Config Logs B shel
X MySQL 3616 3306 Stop Config Logs Explorer
b4 FileZila Start Admin Config Logs F Services
Mercury Start Adm Config Logs & Help
X Tomcat Start A Config Logs [l qut

Figure 7: The XAMPP Control Panel operating Apache and MySQL.

In Fig.6 we can also see a table of players with their avatars, that use different algorithms
(parentheses at the ‘Name’ column). The table shows the avatar owners (human users) and
the avatars’ scores (wins). We can see that the avatar0101 (avatar 1 of the player 1 trained

with RL algorithm) has won 8449 games and the avatar0301 (avatar 1 of the player 3 trained

18



with MinMax algorithm) has won 433 games. As we have mentioned earlier, the previous
developments on the RL Game platform offer to the user plenty of possibilities. During our
experiments all the games between the avatars were set in a 6x2x5 game design (board size
x base size x number of pawns) but the user can set different parameters (Fig.8). We choose
always “create game as avatar”, because as we have mentioned, we want to train the avatars
and observe their behavior, without human intervention. Then we are just spectating the
game (Fig. 9) as the avatars play against each other. Our target during the first phase is to run
a significant number of games in order to create avatars with different levels of experience
(more games played or trained with different algorithms) and observe the possible
behavioral patterns in the scenarios that we will describe in the next sections. To achieve that
we will use the ‘repeated games’ function of an updated version or RLGame which allows us
to set a number of repeating games and allow the avatars to compete against each other until

the number of selected games is completed.

-]

Player_1
Available Games

g
S

P1A1(RL) 85

Create Game Player_5

8 P5SA1(RL2)

0

2
4

Invite Selected Player

Create Game Create Game As Avatar Cancel

Figure 8: Setting one game parameters in RL Game online platform.
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Figure 9: Spectatorship of an RL Game between two avatars
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3.1.2 Repeated Games in RLGame

The setup of the repeating games and the scenarios is taking place in the Eclipse integrated
development environment. The reason is that eclipse is offering a great flexibility in terms of
changing the code of the program and testing it. As we can see in Fig.10 by setting up the
project workspace in the eclipse platform it very easy for the user to instantly see all the files
that complete the java project folders and make instant changes. In our example, we see how
we can easily select the avatar and its algorithm (player type option). Eclipse offers an easy
way as well to deeply search the code and make the changes regarding the player’s profile.
For example, in Fig.11 we see the different parts of code, for the players’ training algorithms.
This allows us to fast locate the place where the changes are needed to be implemented in

order to change some parameters.

Now, in Eclipse in order to start our server, again the XAMPP application needs to run at the
same time in administrator mode. Again, we run the Apache and MySQL services from there,
and then in Eclipse we select the RLGame Server file and run it. Then we select the Client file
and run it as well (Fig.12). The Client file allows the player with the corresponding avatar to
be connected to our server. From the Settings file (Fig.10) we select the avatar that we want
to start with (the player that starts has the white pawns). We run the second avatar outside
eclipse, simply by using the Windows Power Shell and run the java command to star the Client
file (Fig.13). Then our players are ready to begin a process of repeated games where their
avatars are competing against each other. We login with the two players and automatically,
since the client files are running, their avatars are connected too. Then we select the game
parameters (board size, base size and number of pawns), the opponent and the number of

repeated games and the training of the avatars starts.
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% eclipse-workspace - Eclipse IDE

File Edit Source Refactor Navigate Search Project Run Window Help

milhd Biw g
[£ Package Fxplorer x

~ 12 RLGameEcoClient
> i src

=\ Referenced Libraries
= libs

4] _classpathxml

¥ _projectxml

=] settings
» 1= RLGameEcaServer
= RLLib

&

>

[

=\ JRE System Library [JavaSE-1.8]

FrO R - AL HE SO Oy

BE% § = 0 Bsetiings x
1#Application Settings
2 Debug=false
3 ServerURI=ws://localhost:33313
4userName=avatarel0l
5 password=12345
6 playerType=RL_PLAYER
-

Figure 10: Selecting Avatar in Eclipse IDE

% Package Explorer x
~ 2 RLGameEcoClient ﬁ
~ % src
» # greap.RLGameEcoClient

S & = O [0 RLPlayer03java X /I NNjava

A MMPlayerjava ] RLPlayerjava
1 backage org.rlgame.gameplay.pkgRLPlayere3;

2

3@ import java.util.Vector;[]

12

# greap.RLGameEcoClient.comm

132 /* Algorithm: SARSA with Function Approximation
*

» # greap.RLGameEcoClient.extra 14
» # greapRLGameEcoClient.game 15 * Algorithm implementation for one episode (each game) for RLGame
> # greap.RLGameEcoClient.player 16 *
~ i orgrigame.gameplay 17 * @1. Input: a (alpha), g (gamma)
> I GameStatejava 18 * @2. Input: features, t_init (theta)
- ] * 83. itialize: t <- t_init
5 [P IPlayer, 19 @3. Initia _
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» 8 orgrigame.gameplay.pkgRLPlayer02 31 * 15. t <-- t + a*¥d*f
~ # orgrigame.gameplay.pkgRLPlayer03 32 *
Figure 11: Easy access to the Java code using Eclipse IDE
i Package Explorer X < O =0
BE% §
= RLGameEcoClient
= RLGameEcoServer
 RLLib
22 Problems @ Javadoc [@ Declaration & Console x BX% BEMES | mOvOv=0

[{"userNane

ogram Files\Java\jdk-15.0.1\bin\javaw.exe (Oct 9, 2021, 1:21:31 PM)
t":"Connection Successful”,"type":"SYSTEM_INFO","recipients”:[]},"commandID":@,"connectior [ 2 Client Uava Application] CA\Program Files\Java\jdk-15.0.1\bin\javaw.exe (Oct ¢
atar0101","connectionState”: "LOGGED_IN", "score":8570," 5

,"commandID":@, "connectionState” : "LOGGED_IN", "userId":3, "avatarId":0, "ty

[T 1 Server [Java Application] C:\Program Files\Java\jdk-15.0.1\bin\javaw.exe (Oct'

P1AL(RL)", "TsHuman" false} ], "commandID" 0, "connec tionState" : "LOGGED

gr.eap.RLGameEcoServer . comn. GamesListResponse™}

WARNING: An illegal reflective access operation has occurred
WARNING: Tllegal reflective access by com.google.gson.internal.bind.ReflectiveTypeAdapterfactory (file:/C:/Users/szika/eclipse-workspace/RLGameEcoClient/1ibs/gson-2.8

WARNING: Please consider reporting this to the maintainers of com.google.gson.internal.bind.ReflectiveTypeAdapterFactory
VARNING: Use --illegal-access=warn to enable warnings of further illegal reflective access operations
VARNING: All illegal access operations will be denied in a future release

{"message":{"text":"Login successfull","type":"SYSTEM_INFO","recipients":[{"userName": "avatar@101","connectionState": "LOGGED_IN","score":8570,"id":3, "name": "P1A1(RL)"

Figure 12: Server and Client (Avatar) running in Eclipse IDE.
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B readmeitxt 10-Oct-19 3:45 PM Text Document

B R2 theta 8.4 2 09-Oct-21 12:14 PM File

. RLGamel ientja un PM Executable Jar File
09-Oct-21 12:09 PM File

B¥ windows PowerShell [m]

PS C:\Users\szika eDrive\Desktop\RLGAME. ctober\AvatarOSOl (RL2)> java RLGameEcoC1ient jar

{"message": {"text connection Successfu1 type":"SYSTEM_INFO", "recipients”:[1}, "commandID":0,"connectionstate": "CONNEC
TED","userId":0,"avatarId" 0 "type": "gr.eap. RLGameEcoServer comm. MessageResponse '}
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Figure 13: Running the second avatar with Windows Power Shell
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Figure 14: Setting up a process of 1000 repeating games between two avatars
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Chapter 4

Introducing Resource Constraint

Scenarios in RL Game

In this chapter, we propose different scenarios, in which the behavior of an agent could be
investigating when it is acting under resource constraints. In each scenario, it is suggested a
different type of constraint within a multi-agent environment. The scenarios were developed
having as an example the RLGame platform, but they can be implemented on every similar

multi-agent gaming platform.

Before we start describing the different suggested scenarios and the underlying behavioral
patterns that we might discover, we need to clarify that the scenarios, are not explicitly
connected to the spectrum of ‘opponent selection’ but are closer to the ‘behavioral adaptation’
of an agent while the circumstances of the game are changing, leading to an explicit or implicit
opponent selection depending on the scenario that is being implemented. For instance, if an
agent due to the applied resource constraint, chooses to stop a game in order to save some
resources, because the opponent is stronger and does not want to waste its resources, it is an
implicit opponent selection, although the agent is adapting its strategy mostly because of its

resources.

The following scenarios could be characterized as scenarios of increasingly difficult
implementation complexity, since the already existing code of the game, needs to be modified
with the aim of creating different circumstances for the agents in order for them to adapt
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their behavior correspondingly. We have previously described, that the RLGame is a complex
system, that requires the usage of many tools at the same time in order to function properly.
Therefore, from a minor change can occur many problems to the system since most of its
parts are connected. This did not allow us to be as flexible as we wanted with the changes in
the complex code and the implementation of different ideas and scenarios Nevertheless, as
we will see in the next chapter, we have succeeded to set the fundamentals for a deeper

analysis and implementation of our ideas.

4.1 Scenario 1 (number of moves constraint)

During scenario 1 the agents can be studied under the number of moves (n) resource
constraint. Each agent can execute only n moves in each game. If no agent wins until the nt
move then the game is considered a ‘drop’ from both sides (both players are participating in
a ‘drop’ even though one decides it, therefore the result is a loss for both). The idea behind
this scenario, is to investigate how many actual resources (moves) do we need in order to
achieve a result (win) and which number of moves (n) can be considered a constraint.
Obviously, setting n=1 or n=100 would be meaningless; therefore, we have to investigate the
range of the number of games that we could design our experiment. Despite naming this
process a ‘scenario’ it is not one per se but it can lead to the design of more dynamic scenarios

as we will see later.

Now, a first simple approach in order to identify the number of moves is to run a significant
number of games (1000), between agents that have different characteristics, therefore
different game strategy and record the number of moves that lead to a win.

For instance, if the average number would be 17, the number of moves would be a number
smaller than 17. Then again we would gather a sample of 1000 winning games which would
be held under the ‘at most 17 moves’ constraint and see if it affects the behavior the results,
therefore the agents’ behavior. When the agents are competing under a constraint, obviously

there are fewer options for interaction between the agents. Since,they would be under a
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constraint and the option to drop the game, this means that we would have to run more than

1000 games to get a sample of 1000 winning ones.

Now, a more sophisticated approach in order to investigate the number of moves and get the
whole picture of the agent’s behavior, would be again to run the 1000 games and record the
number of moves that lead to a win. The number of moves would be the data points that
would help us design a distribution curve and examine what we can learn from its behavior.
If we would see that the distribution curve has a sharp form we would expect that a change
in the number of moves would have a significant impact on the agents’ behavior at a certain
point.

On the other hand, if the distribution would end up being in a flat form, a change in the
number of moves, probably won’t have the impact that we expect. Essentially, the
distribution would show us if the probability to drop a game is increasing when we are
setting the number of moves constraint.

The real question here is if we would end up having significantly different distributions when
the players are of different characteristics and when the players are of similar ones. If we
notice a noteworthy difference, this will mean that the number of moves constraint affects
differently the agents that have different characteristics, therefore it might lead to an
approach that ends up using different number of moves constraint for different kinds of

agents.

However, if we will see that the distributions overlap, is considered an important result as
well, because it is basically showing to us that the agents with different characteristics could

be constrained under the same number of moves.

Between the two approaches, the latter is considered statistically better because it gives a
better picture of the winning patterns. The ‘average of winning moves’ approach, could work
but the only problem that someone should consider is that the decision regarding the n is
slightly random, since there is no rule regarding where the constraint should be placed. For
instance, if the average of winning moves is 18, we are not sure, which number <18 would be

effective in order to affect the behavior of the agents, but the second options gives us a range.
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4.2 Scenario 2 (budget constraint)

This scenario is based on the budget constraint, of every agent. The budget is the number of
total moves that an agent can perform on all the games together, within a tournament. For
instance, in a round robin tournament of 30 agents, each agent starts with a budget of 1000
moves. This means that there correspond about 30 moves per agent for each game. In this
scenario, the number of average moves per game can be exceeded since there is no limitation
for maximum number of moves. It is important to mention that every agent has the choice to
drop the game at a certain point if it would think that it’s not beneficial for its learning
process. During scenario 1 explanation, it has been mentioned that if a player decides to drop
the game, both of the players are participating into that decision. This is mentioned only to
clarify that the result of a draw could not occur.

Let’s imagine the following situation: Agent A plays against agent B. It is the 27th game of the
tournament, therefore both of them have spent some moves on their games. Agent A has a
remaining budget of 180 moves and the agent B has only 30 moves left, meaning that on
average, up to now, agent A was concluding its games faster than agent B, not necessarily by
winning them, of course. Obviously circumstances look better for the first agent rather than
the second. The interesting fact here is that the agents are not aware of the opponent’s
situation but only of theirs. Agent B does not know that the opponent has a budget of 180
moves. The decision (play or drop) is based only on the budget and on the number of games

left.

This scenario aims to investigate how agents exploit their number of total moves and trying
to provide an answer to the question of whether an agent is capable of maintaining its budget
until the last game but at the same time spend enough in order to compete and gain

experience?
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4.2.1 Scenario 2.1

In this more complicated version of scenario 2, independently of a constraint’s presence, at
the end of each tournament a table would be shared, showing the results of every agent. For
instance, agent 10 has 20 wins and 80 loses and agent 24 has 50 wins and 50 loses. When the
new tournament starts, the agents that are about to compete against each other (in our
example agent 10 and agent 24) would first take a look at the table and then decide how many
moves they might attempt to commit to that game. Essentially this is a more complex version
of the second scenario, with the difference an agent is able to examine the results and make
a decision on how many moves they would spend, regardless the constraints. Here it is
needed to be clear that the two agents that are participating in a game of a round robin
tournament, are affected only from their remaining budget, the remaining budget of their
current opponent and from the number of remaining games. The number of remaining games
is always known from the agents. For instance, if two agents currently play against an
opponent for the 26th game of the tournament, it is clear that the two agents are aware that
for both is the 26th game. Clearly, the complication of this scenario is mostly connected to its
programming nature since the agents would have to examine an external table in order to

reach a decision.

4.3 Scenario 3 (Board/Base size constraint)

In this scenario we are focusing on the board size constraint. Imagine, a simple game between
two players at an RL Game platform, it is used to be held in an 8x8 board and a 2x2 base for
each player. Let’s assume again that we are conducting a round robin tournament
experiment. Several agents of different characteristics are about to compete against each
other. Obviously the agents, are trained in a certain pattern of board size (most probably at
8x8). As it is shown in Fig.1, the number of possible moving area is notably decreased when
we increase the base size of each player from 2x2 to 3x3 within an 8x8 board size. Now, as
we can see in Fig.2, if the base stays as it is, and we decide to decrease the board size to 7x7

the area of possible moves is decreased even more (from 56 to 41 free squares).
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If now, instead of letting them compete within an environment that they already are familiar
with, we would either increase the base size or decrease the board size. Both approaches
would lead to an environment that would allow a significant number of less moves for each
player. It is important to clarify that the information that each of the players receives before
every game, is the board size number, the base size number, and the experience of the

opponent.

[t is probable that an underlying behavior would be revealed during this scenario, that is, the
experienced player would adapt to the changing environment knowing that the game is
against a less experienced opponent, and the less experienced might decide to drop the game

knowing that the opponent is more experienced, and the environment is unknown.

Figure 15: Increasing the base size, decreases the area in which the pawns can move (blue)

28



|
N

Figure 16: 8x8 and 7x7 board size respectively.

4.4 Scenario 4 (Block move constraint)

In this scenario the players are facing the block move constraint. For example, in a match
between two agents, before they begin to play, they are informed that some of their moves
are going to be blocked, which means that the opponent has an advantage of playing two
times in a row, which obviously offers a great strategy advantage to the agent. In case that
the two agents are of similar experience, they are going to be blocked the same number of

times.

On the other hand, when the players are of different experience, the strongest player is going
to be blocked more times than the less experienced agent. For instance, in a game between a
strong and a weak agent, the strong agent would be blocked two times and the weak agent

none.

During this scenario we can investigate several things. The first is the investigation of the
experienced agents when they are facing the block constraint. Will they continue playing,
because they are sure that the opponent is going to lose anyway, or the constraint of the

blocked moves is going to make them drop the game.
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The second question is whether between two agents, that are of similar experience but with

different strategy characteristics (e-y-A) we would find different behavioral patterns.

The third question, simpler than the aforementioned ones, is whether eventually the less
experienced agent will continue to play, while knowing that its opponent has a number of
blocked moves. Basically, we investigate the first question but t from the side of the weaker

agent.
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Chapter 5

Implementing the Scenarios

In this chapter we present in detail all the steps of the analysis that was conducted in order
to identify the number of moves that has been described in Chapter 4 and the set up of the
budget constraint additionally with its implementation in different situations, such as a small
round robin tournament or many round of repeated games between two avatars, focusing on

different directions each time.

5.1 Number of Moves: Analysis and Identification

As we’ve described in Scenario 1, our goal was to run multiple times a significant number of
games in order to identify the number of moves constraint. This process was executed
multiple times, each time creating new avatars and starting the round of 1200 games again.
We chose the number 1200 for the number of games, because the code in eclipse, was
returning sometimes ‘0’ for the number of total moves in a game. This is due to a small bug
in the code which still needs to be identified and fixed. Nevertheless, after some trials we
realized that the number of zeros in our results was never exceeding the number of 100,
hence the 1200 games between the avatars. This would give us more than 1000 clean data
points in order to plot and observe the behavior of the data. We’ve decided to create a code

that exports the zeros in our data though, so a future researcher can confirm our numbers.

The games took place on the eclipse IDE, where in the next section we will present the
changes that we had to implement at the java scripts. The data analysis was conducted using
different software programs. The cleaning of the data was done with Microsoft excel, where

the exported data were analyzed and visualized in RStudio using scripts of R language.
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5.1.1 Changes in the Java code

We’ve set a simple counter inside the public class MoveCommand() that keeps track of every
move (from both avatars) that’s being executed in each game. The user can keep track of the
process of the game on the Server’s screen where it shows the number of the current move.
Then, at the end of each game the counter is simply nullified in the class ConfirmGameStart()
when the next game is about to start. At the end of every round of 1200 games, a txt file is
being exported from the WriteResults() class indicating firstly the description of the round
setup (board size, number of pawns, date, time etc.) and then on every row the number of
game, the winner and the total number of moves (summary of the moves of both players in

the game).

public class MoveCommand extends Command {

private int pawnId;

private int toXCoord;
private int toYCoord;
private UUID gameUid;

public static int x=0; //Counter for number of moves

public MoveCommand()}{
this.setType("gr.eap.RLGameEcoServer. comm.MoveCommand™);
x++; [/Increases with every move
System.out.println("Move:" + x); //Prints on the Server screen the number of the current move

Figure 17:MoveCommand() counter

{"pawnId":0,"toXCoord":3,"toYCoord":4,
Move:26
{"pawnId":1, "toXCoord":3, " "toY¥YCoord":0,
Move:27

Figure 18: Server number of moves indication
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@0verride
public void execute() {

Player player = PlayersRegister.getInstance().getPlayerById(getUserId());
Game game = GamesRegister.getInstance().getGameByUid(getGamelid());
if (player.equals(game.getWhitePlayer().getTeamLeader())){
game.setWhitePlayerReady(true);
MoveCommand.x=0; //Nullify Counter of moves when a new game starts.
} else if (player.equals(game.getBlackPlayer().getTeamLeader())}{
game.setBlackPlayerReady (true);
MoveCommand.x=0; //Nullify Counter of moves when a new game starts.

Figure 19: New game comfirmation sets the counter to zero

Date: 2021/19/17 14:17:53

WHITE PLAYER Name: P3A1(RL_Moves)
BLACK PLAYER Name: P4A1(RL_Moves)
Game Configuration: 6x2x5

Number of Games: 1200

white @
black 28
white 23
black 21
white 25
white @
black @
black 29
black @
9: black 17
10: black 49
11: white 45
12: white 24
13: white 129
14: white 22
15: white 3@
16: white 23
17: white 2@
18: white 22
19: white 2@
po: white s

NS WN RO

Figure 20: Sample of the exported txt file at the end of every round, where we can also observe the
‘zeros’ that were mentioned at the beginning of the current chapter.

5.1.2 Cleaning the data in Excel

From the exported txt file, we could easily copy paste the data into an excel file and from
there by the use of a division and a round up function we were ending up on the number of
moves that the winner made on each game. For instance, in Fig.21 we can see that for a
number of 63 total moves in Game 2, this number is divided by 2 (Winner Moves column) and
then it is rounded up in the Moves column. At the end of every process, we save the data into

a CSV file and continue are analysis in RStudio.
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Game Moves Winner Moves Total Moves

1 0 0 0
2 32 31.5 63
3 16 16 32
4 14 14 28
5 27 27 54
6 29 28.5 57
7 29 28.5 57
8 28 28 56
9 14 14 28
10 23 22.5 45

Figure 21: Excel Dataset sample

5.1.3 Visualization in RStudio

In RStudio, we’ve created a simple script that reads the csv file from the directory where it is
placed, then cleans the data, imports the necessary libraries, and plots the data in a
histogram. In Fig.22 we can see the script for Round 1 of the 1200 games and the plot of the
data. As we can see at the visualization of the 10 rounds of 1200 games, every time, we ended
up having an almost normal distribution, with the indication being that each time most of the
games were won within the range of [15,25] moves. This is an indication that a constraint
could be set for n>15 in order to set a constraint and probably expect a difference at the

agent’s behavior.

rm(list=1s()

df<-read.csv(

head (df)

count

df <-subset(df,select = -c(Total.Moves,wWinner.Moves,X,X.1,X.2,X.3,X.4,X.5,X.6,X. 40-
X.8,X.9,X.10,X.11))
library(ggplot2)
gogplot(df, aes(x=Moves)) + geom_histogram(binwidth = . +
scale_x_continuous (breaks = seq(0,100, by=3)) 20-
N | |‘ Ihthll.... L
0 5 0 15 20 25 30 35 40 45 50 55 60 65 70 75 8 85 9 00

M ovgs 7

Figure 22: Script and visualization in RStudio
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Figure 23: Histograms of all the rounds

5.1.4 Usefulness of the n identification

Now that we have a better idea on the range of the number of moves n constraint, it is
important to clarify its usefulness. The main questions here are the following; first, how the
number n can be used in one game and what could we actually reap from it, and second how
the number n can be used in a tournament between avatars and what again are we expecting

to obtain from its use.

Regarding the first question, the number n when set as a constant constraint within a game,
could possibly lead the avatar to adopt another behavior when it comes to its playing style.
For instance, when a game between two avatars starts with a maximum number of moves set
to 15 for each player and after following the same approach that we followed in order to
identify a range for n we could see in the plots a totally different behavior in comparison to
the rounds that no constraint was present. As we have mention in Chapter 3, if no avatar has

won until the nth move the game would be considered a drop and a loss would be charged to
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both avatars. In case that the number of total wins is a significantly low one, we can reach the
conclusion that the avatars have a really hard time to identify a strategy in order to win when
the constraint is set, and maybe we might reach the conclusion that setting a constraint for
the number of moves is crucially affecting the ability of the avatars to adapt and win the game.
The aforementioned question could be also approached statistically, with the same way that
we've identified the number of moves n. The idea behind this approach is to run again a large
number of games and plot the results. The difference now is that the number of moves
constraint would be present and the avatars would be charged both with a loss in case no
win has been achieved until the nth move. When we have a large number of wins achieved,
again we could create the histogram and examine the behavior of the moves this time. It
would be interesting to investigate, whether the avatars are adapting on this constraint and

teach themselves to win with less moves a or their behavior does not change significantly.

The answer to the second question is a little bit more complicated. If we could apply the n
constraint within a tournament between avatars, the conclusion that we might reach would
probably be the same as in the previous paragraph. However, when the number n constraint
is combined with the budget of total moves constraint that we’ve mentioned in Chapter 4, we
might observe a different behavior in comparison to the first question, when it comes to the
management of the moves. For example, in a tournament between a number of avatars, let’s
assume that the total budget is b moves for each avatar and the maximum number of moves
within each game is the number of moves constraint n. During each game an avatar would
have the option to drop the game when is in the game or even when before the game starts.
In these cases, we could observe whether the behavior is changing for avatars of different
experience (score) in the RLGame. Of course, there is the possibility that we could see no
difference at the behavior of different avatars, which would actually reveal that the degree of

randomness in RLGame is bigger than we thought.
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5.2 Implementing the Budget Constraint

During the explanation of the 2rd scenario in Chapter 4 we’ve briefly described the concept
behind the budget constraint. The two avatars, have at their disposal a certain number of total
moves that they can execute in a series of repeated games, therefore a tournament. As we will
see in the next section, this number is expressed as a total number of moves that are allowed
from both of the avatars. For instance, a budget constraint = 1000 means that both of them
together can execute 1000 moves. This means that when the first game starts, the white
player makes the first move and then the black player makes another move too, the budget
would be 998. Further we are going to explain the changes in the code in order to achieve the
implementation of this constraint, and later we are going to present the comparison between
two tournaments of four avatars, where the one was constraint free and the other one was

conducted under the presence of the budget constraint.

5.2.1 Changes in Java Code

Firstly, in order to implement the budget constraint, we had to interact with the existing
system and make a few changes in the code. Again, working in Eclipse IDE, and in
MoveCommand() class, we have simply created a variable with a specific value (the number
of the budget, described as b in Fig.24), which reduces with step -1 when an avatar makes a
move. For now, the user can only set the value of the b variable in the class, save the changes,
and then execute the code as we’ve described earlier. Another change that we’ve added in the
code, is that now after the execution of every move, the user can see on the Server’s screen,
the remaining total budget. In Fig.24 we see an example of game between two avatars, that

started the series of repeated games with a budget of 500 total moves together.

After the end of every series of repeated games, our results are exported in a .txt file as we've
seen previously, during the number of moves constraint analysis. Now, the .txt file contains,
not only the moves that needed to be executed in order to reach a win but also the remaining

budget after every game (Fig.25).
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To ensure the continuation of the repeated games process, we have set the budget variable
to be positive as a prerequisite for a pawn to move. When the budget reaches zero, the server
terminates, and the process of the repeated games stops. These changes took place in the
GameProcess.java file. Something that is worth to mention for a future researcher, is that the
zero number of moves problem that we’'ve described in the previous section, can be studied
now in comparison to the remaining budget number at the end of every game. In Fig.25 we
can see that the remaining budget continues to reduce at the end of every game, while

sometimes the total number of moves number is zero.

17 public class MoveCommand extends Command {

19 private int pawnId;
20 private int toXCoord;

1 private int toYCoord;

22 private UUID gameUid;

124 public static int x=0; //Counter for the number of total moves in each game
25 public static int b=500; //Setting the budget variable
27
28
29s public MoveCommand(){
30 this.setType(“gr.eap.RLGameEcoServer. comm. MoveCommand™);
31 x+t; //Increases with every move
with every move that is executed from both of the players

32 b--; //The budget decrea
33 System.out.println(“"Move:" + x); //Prints on the Server screen the number of the current move

#1 Problems @ Javadoc [& Declaration 4" Search & Console x X% Bp#FEE MayOv -
<terminated > Server [Java Application] C:\Program Files\Java\jdk-15.0.T\bin\javaw.exe (Oct 31, 2021, 442:24 PM — 4:45:05 PM)
U PaWIiLU .1, LUACUUIU .1, LUTCUUIU £, BAWMEULU . UGLEGILY-UUGs -9Us | -I0UU-IUUS § LUPUGUT , LU .U, USEI LU .3, LYPE . §i .Cap.nLuancieo
Move:7

Moves left:325

{"pawnId":1,"toXCoord":3,"toYCoord":5,"gameUid": "6alealc9-6d@7-4b7f-90@bb-7d0771c96d69","id":@, "userId":4, "type": "gr.eap.RLGameEco
Move:8

Moves left:324
{"pawnId":1,"toXCoord":2,"toYCoord":2,"gameUid" : "6alealc9-6d4@7-4b7f-9@bb-7d0771c96d69" ,"id":0, "userId":3, "type": "gr.eap.RLGameEco
Move:9

Moves left:323

Figure 24: The code for the budget constraint implementation

Date: 2@21/10/31 16:22:58
WHITE PLAYER Name: P1AL1(RL)
BLACK PLAYER Name: P2A2(RL)
Game Configuration: 6x2x5
Number of Games: 15

0: black Total Moves: @ Budget left: 5ee
1: white Total Moves: 88 Budget left: 412
2: white Total Moves: @ Budget left: 395
3: white Total Moves: 22 Budget left: 372
4: white Total Moves: 24 Budget left: 347
5: black Total Moves: 41 Budget left: 306
6: white Total Moves: @ Budget left: 262
7: black Total Moves: 34 Budget left: 227
8: white Total Moves: 29 Budget left: 197
9: white Total Moves: 33 Budget left: 164
1@: white Total Moves: 43 Budget left: 121
11: white Total Moves: 2@ Budget left: 1@e
12: white Total Moves: 28 Budget left: 71

13: black Total Moves: 25 Budget left: 46

Figure 25: Exported .txt file for the budget constraint
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if (participant != null &8 b>=0){
Square toSquare = game.getState().getSquareByCoordinates(getToXCoorc
Pawn movePawn = game.getState().getPLayerPawnById(turn, getPawnId())

if (b==0) {
System.exit(0);

if (!(participant.addMove(new Move(player, movePawn, toSquare))})){
Message message = new Message();
message.setText("Invalid move, try again™);
message.setType(Type.SYSTEM_ALERT);
message.getRecipients().add(player);
message.send();

*! Problems @ Javadoc [ Declaration 4" Search & Console X
<terminated> Server [Java Application] C\Program Files\Java\jdk-15.0.1\bin\javaw.exe (Oct 31, 2021, 6:04:02 PM - €

Moves left:5

{"pawnId":@, "toXCoord" :0,"toYCoord":2, "gameUid" : "b44e2083-e085-41de-abd8-806d4boe333b
Move:49

Moves left:4

{"pawnId":3, "toXCoord" :4,"toYCoord":1, "gameUid" : "b44e2083-e0@5-41de-abd8-806d4bRe333b
Move: 50

Moves left:3

{"pawnId":4,"toXCoord":4,"toYCoord":2, "gamelid" : "b44e2083-2005-41de-abd8-806d4b0e333b
Move:51

Moves left:2
{"pawnId":3,"toXCoord":3,"toYCoord":1,"gameUid" ; "b44e2083-e005-41de-abd8-806d4bee333b
Move:52

Moves left:1

{"pawnId":4,"toXCoord":4,"toYCoord": 3, "gameUid" : "b44e2083-e005-41de-abd8-806d4b8e333b
Move:53

Moves left:@

Figure 26: The series of games is terminated when there are no moves left on the budget.

5.2.2 Tournament under the budget constraint

After setting up the code in order to implement games under the budget constraint, we first
decided to create two small round robin tournaments between four similar avatars of zero
experience, one in normal mode (no constraints) and one under the existence of the budget
constraint. All the avatars that participated in the tournaments were using the RL algorithm,
that is available from the settings of the RLGame in the Client set up. Each avatar had to
compete in 10 games against the opponent with a total budget on every round at 300 moves.
This number was based on our previous analysis that was made to identify the number of
moves per game. We've showed that a number of 15 moves per avatar would be considered
a value that could probably constrain the avatars and their game, therefore 15(moves) x
10(games) x 2(avatars) provides us with the value of 300 total moves for the budget variable.
In the following tables we can see the schedule of the games and their average moves per

game for the tournament without and with the budget constraint respectively.
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Round Opponents Average moves/game in 10 games Average moves/game until nth game

1 Alvs A2 45.5 53.5
2 Alvs A3 43.25 45.8
3 Alvs A4 48.2 49.6
4 A2 vs A3 40.5 39.5
5 A2 vs A4 49.7 53.6
6 A3 vs A4 519 50

Table 2: Data from the tournament without any constraints

Round Opponents Games completed Average moves/game until budget runs out in n

games

1 Alvs A2 5 43.75

2 Alvs A3 6 39.4

3 Alvs A4 6 50

4 A2 vs A3 6 59.75

5 A2 vs A4 5 43.6

6 A3 vs A4 4 48.25

Table 3: Data from the tournament under the presence of the budget constraint

The number of average moves per game was selected as a comparison point in order to
investigate whether there is an indication of a more careful approach when the avatars are
playing under the budget constraint. In Table 2 we can the column average moves/ game until
nth game. This category was inserted so the avatars that competed under normal
circumstances can equally compared to the avatars that competed under the budget
constraint, because statistically is wrong to compare a round of 10 completed games with a
round of <10 completed games. Now, if we compare the last columns of the two tables, we
can see that indeed the number of the average moves is most of the times higher when the
avatars are competing in normal mode. Now, even though we see this small indication, we
cannot conclude that indeed the avatars are approaching the game more carefully, since our

data sample is small and for someone to conclude such thing would require a very large
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number of games, which would have been extremely time consuming with our manually
repeated approach. Despite our last results, we've decided to investigate the behavior of the

avatars under the budget constraint with another approach.

5.2.3 Rounds of Repeated Games with Budget Constraint Between Two Avatars

First we created two new avatars, similar to the other ones, meaning that they have zero
experience and are using the RL algorithm, and then we let them compete in 60 rounds of 10
repeated games under the budget constraint. The difference now is that the two avatars play
significantly more games, therefore they are carrying more experience (despite the result).
After each round of 10 games, we were saving the number of completed games. We thought
that if the number of the completed games is slowly increasing, then this might be an
indication that the avatars are adapting their strategy, so they complete more and more
games with a given budget. As we can see at the next diagram (Diag.1), as the rounds are
increasing, indeed the number of completed games seems to increase. Notice that we observe

more 7s at the beginning of the diagram and then the 7s become less and the 8s and 9s more.

Games Completed under budget constraint

Games Completed

1 35 7 911131517192123252729313335373941434547495153555759
Rounds

Diagram 1: Games completed under the budget constraint in 60 Rounds of 10 games
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As we have mentioned earlier, the repeating process of the rounds was done manually,
meaning that every time that a round of 10 games was fully completed or stopped because
the avatars run out of budget we had to start again the server of the game in eclipse, activate
the avatars, login and start again the process. Itis indeed a very time-consuming process, that
in future research on RLGame could be automated an allow the user to run more rounds,
therefore collect more data for the analysis. Even though our data collection is relatively
small, we can observe a minor indication of improvement in terms of spending the budget

and completing more games.

As we have seen earlier, we started first by focusing on four avatars competing against each
other in a small tournament, we continued by focusing only on two avatars competing only
against each other and at the end we have decided to look a little bit closer to the avatars’
behavior and observe only one avatar and more specifically its winning percentage. We run
again 60 rounds of 10 repeated games between two avatars, but this time in normal mode.
The data we have collected were compared with the data of the previous process of the 60
rounds under the budget constraint, focusing on the winning percentage of the white avatar.
The presentation of the results is divided into two parts. One part is where the results of the
winning percentage of the white avatar under the budget constraint is compared with the
winning percentage in a completed normal mode (60 rounds, with 10 completed games
each). The second part is where we compare again the results of the winning percentage of
the white avatar under the budget constraint but this time we look its winning percentage in
the normal mode until the nt game. For example, as we can see in Diagram 1, the first round
under the budget constraint had 7 completed games. According to our data the white avatar
won 5/7 games. This means 71.5% (rounded up) winning percentage. In the first round in
normal mode, obviously since there is no constraint, 10 games were completed. The white
player won 3/10 games, which means 30% winning percentage. Now we wanted to see what
the white player’s percentage of wins until the nth game was, which is the game 7 of the
corresponding round under the budget constraint. In the next section we present the results

of both of the comparisons.
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5.2.4 Budget VS Completed Normal Mode

In Diagram 2 we can see that the blue bar charts, are representing the winning percentage of
the white avatar at the completed games. From the example that was given earlier, we can
see that the winning % of the white avatar for the first round under budget reached the 71.5%
and in normal mode the 30%, which is represented by the orange line on the bar chart. We
can easily observe that the winning rate of the white avatar is evidently better when the
budget constraint is present. Theoretically this could be an indication of a behavioral
adaptation skill since the avatar seems to adapt to the constraint and spend its moves more
strategically. But as we have mentioned earlier, the data are not enough in order to support
efficiently this indication, therefore this is also something that could be studied in the future.
In Diagram 3, we can more clearly observe that the winning rate of the white avatar was 53%
better than in normal mode, 42% better in normal mode and 5% of the time the

corresponding rounds ended up with the same winning rate.

Winning % Comparison

12345678 9101112131415 202 32 04142 43 44 45 46 47

ing % (normal)

Diagram 2: Winning rate comparison. Budget mode VS completed normal mode
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Budget vs Completed Normal Mode

M Better under budget
W Better in normal mode

= Same

Diagram 3: Budget vs Completed Normal Mode Pie Chart

5.2.5 Budget VS Normal Mode until nth Game

As we have earlier explained now these results are a comparison of the white avatar’s
winning rate under the existence of the budget constraint and the winning rate in normal
mode until the nth game, with n being the number of completed games at the corresponding
round under the budget constraint. We observe that the winning rate in normal mode is until
the nth game is now lower, and the ‘same’ category that represents equal winning rates at the
corresponding rounds, is higher. Also, the difference of rates seems to have an equal
displacement from ‘better under budget’ to ‘same’ and ‘better in normal mode’/ ‘better in
normal mode until the nth game, a fact that will be explained at the conclusion section. An
interesting fact when comparing the two bar charts, is that in several rounds, e.g., round 35
and round 38, the white avatar’s under budget constraint winning rate under budget
constraint seems to be significantly better (Diag.4) but when the normal mode is fully

completed they ended up having the same winning rate (Diag.2).
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Winning % Comparison

Winning % (budget) Winning % (normal) until nth Game

Diagram 4:White avatar’s winning rate comparison. Budget mode VS Normal Mode until the nt
Game

Budget vs Normal Mode until nth Game

H Better under budget
m Better in normal mode

B Same

Diagram 5:Budget vs Normal Mode until the nth Game Pie Chart
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Chapter 6

Conclusions

The description of a number of scenarios in the RLGame and the implementation of a part of
them, gave us a different scope under which the game and the synthetic agents that are
participating in it (avatars) could be examined. We have seen that the implementation of
resource constraint scenarios, provide a good framework to the researcher in order to
investigate whether there are behavioral adaptation signs from the side of the avatars. First
with the number of moves constraint we have found a range where a future researcher could
try and experiment with several values. Our choice to select the number 15 for our number
of moves constraint, provided as with some interesting indication when it was combined with
the value of the total budget in a round of games. We saw, that in our experiments, there are
small indications of behavioral adaptation, when it comes to spending the budget of total
moves. Also, we have seen that as the rounds are increasing and two avatars are playing
together, the number of completed moves is slightly increasing when playing under the
budget constraint. A future approach could be the application of different values for the
number of moves, therefore for the total budget constraint, and examine whether the
distributions that we have seen in chapter 5 differ when the characteristics of the players are
different. In order to do that, as we have said earlier, the researcher should repeat a very
large number of repeated rounds and extract a significant number of data points that could
support the confirmation or the rejection of our indications. Also, two different variables
could be use in the code in order to represent the white avatar’s budget and the black avatar’s
budget separately. This might lead to even more detailed results that will allow to a more

thorough analysis on the behavior of the avatars.

There are a couple of things that we would like to point out when it comes to our experiments

with the budget constraint. First, as we have said in the last chapter, that there is an equal
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displacement of rates between the three categories, noticing that there is a 53-47 percent
displacement between the categories. This can be characterized as normal since the
parameters of the game have not change much when the budget constraint is implemented.
The avatars are competing in the same environment like in normal mode with the only
difference that the now the server stops when the budget runs out. In the future the choice
of ‘drop’ that has been described in chapter 4, could implemented, meaning that the avatars
could choose whether or not they will continue when they take under consideration their
budget and the strength of the opponent. At the end of the repeated games, the system could
export information, about who chose to drop, against whom, what was the remaining budget
and how many games left until the end. These data could allow the researcher to go through
a deeper and more thorough analysis about the avatar’s behavior. We would like also to point
out, that this displacement of the rates, is also a result of the randomness that exists within
the RLGame, and it was something that we were already expecting. In the future it could be
investigated whether the changes that we have described, provide a more unbalanced

displacement.

In the beginning of this dissertation, we have talked about avatars of different experience and
characteristics. The e-y-A parameters that are responsible for an avatar’s playing style (Fig.4)
where not changed in our experiments, keeping a balanced share between these three
parameters. These parameters can be easily found in the RLGame code and be changed from
the user. Even though we have explained the different possible gaming profiles of the players,
the goal of this dissertation was not to implement these profiles, since an investigation of all
the different styles, can be a dissertation on its own, but to suggest ideas and future areas of

interest.

Atlast, another suggestion for future investigation is the combination of our suggested board
size scenario and the factor of deterministic discontinuity that has been mentioned in section

2.1 and in [Vasilopoulos, 2019: 38].
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