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Summary

Insider Threat has become a huge information security issue that governments and organizations
must face. The implementation of security policies and procedures may not be enough to protect
organizational assets. Even with the evolution of information and network security technology, the
insider threat problem is on the rise and many researchers are approaching the problem with
various methods, in order to develop a model that will help organizations to reduce their exposure

to the threat and prevent damage to their assets.

In this M.Sc. dissertation we approach the insider threat problem and attempt to mitigate it, by
developing a machine learning model based on bio-inspired computing. The model was developed
by using an existing unsupervised learning algorithm for anomaly detection and we fitted the
model to a synthetic dataset to detect outliers. We explored swarm intelligence algorithms and their
performance on feature selection optimization for improving the performance of the machine
learning model. The results showed that swarm intelligence algorithms perform well on feature
selection optimization and the generated near-optimal subset of features that has similar

performance with the original one.
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MepiAnym

OLeowTePIKES ATIENEG ExOLV eEeAXDel o€ Eva TTOA) coapo (NTNUX AGQAAELAG TIANPOQOPLWY TIOU
€XOLV VA QVTIHETWTIIoOUV KUepVioelg kat opyaviopol. H epappoyn moAtikwv kot SSkaciwv
Ao @OAE(0G EVEEXETAL VAL LNV EIVAL APKETN YL TIPOOTAG 0L TAL 0ty B VOGS 0pYavVIGHOV. AKOLT KL E
™V €§€AEN ™G TEXVOAOYING OTOV TOUER TNG KUBEPVOXTPAAELNG, TO TIPOPANUA TG ECWTEPIKTG
QITENG QUEAVETOLL KOL 1] EPEVVITIKT] KOWVOTN T TIPOsEYYileL To TpOBANUa pe Sidpopeg pebodoug,
TIPOKELHEVOL VA aVaTTTUEEL éval LOVTEAD oL Ba fonB10ELg TOUG OPYAVIGHOUG VA LELWCOLVV TV

€KBEOT) TOUG TNV ATIELAT] KOl VAL ATOTPEYOUV (NILEG OTA TIEPLOVOLAKA TOUG OTOLYELX.

Me out T petarruytokt StatpiBr) tpooeyyiloupe To TTPORAN A TTpoceyyI{oupEe TO TIPOBAN U TG
ECWTEPIKTG ATTETG AVATITUGGOVTOG LOVTEAD LINYOVIKIG LAOM0MG, xproomowvtas Bio-Inspired
computing. To povtéAo avamtuyxBnKe XpNoOTIOLWVTAS XAYOPLOUO HABNnonS xwpis emtiBAsym yio
avixveuon aVWUOALWV Kal TIPOCAPUOCHE TO HOVTEAO OE €Val YVWOTO OUVOETIKO OUVOAO
SeBOUEVWY Y1 EVTOTIOHWVY TwV avwpoAlwv. EEepeuviioape Swarm intelligence adyopiBpoug ko
TNV 0800 TOUG G€ BEATIOTOTOMOT) ETIAOYTG XAPAKTNPLOTIKWY Yo T BEATiwon g amodoong
TOU HOVTEAOU PN oVIKIG paBnong. Ta amotedeopata £dei&av dtL ot Swam intelligence aAydpiBpiol
€xouv oAU KoAr] artoSoon ot BEATIOTOTOMOT EMAOYNG XAPAKTNPLOTIKWY KAl TO near-optimal

UTIOGUVOAO XOPAKTNPLOTIKWV EXEL TIHPOUOLX ATTOS00M LLE TO APYIKO.
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Chapter 1

Introduction

The recent Data Breach Investigations Report (DBIR) by Verizon, reports that 34% of the reported
data breaches was a result of internal actors’ involvement and 2% of the data breaches was a result
of partners involvement (Verizon, 2019). The report was built with an analysis of 41,686 security
incidents, of which 2,013 are confirmed data breaches. The previous yearly data breaches reports,
DBIR 2018 and DBIR 2017, show a data breach percentage involving internal actors of 28% and
25%, respectively (Widup et al, 2018; Verizon, 2017). Insider Threat has been on the rise and the
latest DBIR reports by Verizon confirm the rapid increase of the problem.

In order to justify DBIR report’s results to the reader, we first need to clarify a few terms mentioned
in the report. A security incident is an event which compromises the confidentiality, integrity and
availability of an information asset. With the term “Data Breach” we mean that after the event of a
security incident, there was a confirmed data disclosure (Verizon, 2019). Confidentiality, Integrity
and Availability, also known as CIA triangle or triad, is an Information Assurance model, designed
years ago, to guide policies for Information Security in an organization. Confidentiality ensures that
only authorized users can access the data, information and services of a system and that the
communication between the user and the system remains private and usually is encrypted.

Integrity ensures that data and information of data can be created, modified and deleted only by



authorized users. Availability ensures that data, services and information of a system is always

available to legitimate users (Pfleeger and Pfleeger, 2002).

Aninternal actor, or insider in an organization, is a current or former employee, partner, contractor,
consultant, temporary personnel, personnel from partners, subsidiaries, contractors and anyone
else that has been granted access privilege in the organization’s network or data (Schultz, 2002;
Nurse et al, 2014). A threat is any intentionally or unintentionally act, that exploits a vulnerability
and cause damage to organization’s assets. An asset can be any element of an Information System,
such as software, hardware, data, procedures, communication or people. A vulnerability is a

weakness of an asset.

The CERT National Insider Threat Center defines malicious insider as “a current or former
employee, contractor, or business partner” who has authorized access to organizational system and
network resources and has intentionally exceeded or used that access in a manner that
compromises the confidentiality, integrity and availability of the organization’s data and
information systems. An unintentional insider threat is an internal actor who has authorized access
to organizational system and network resources and “causes harm or substantially increases the
probability of future series harm of the confidentiality, integrity and availability of the

organization’s data and information systems” (Theis at al, 2019).

Insider Threat is summed up as a security threat which describes the intentional or unintentionally

privilege misuse by an internal actor that causes damage to an organization’s asset.

A survey conducted by the CERT National Threat Center and CSO Magazine, revealed that 30% the
survey responders considered the damage caused by insider attacks more severe than the damage
caused by outsider attacks (Theis atal, 2019). Insider attacks incidents include information system
sabotage, theft of intellectual property, disclosure of confidential information, theft of trade secrets,
espionage that leads organizations to financial losses but also negatively impact their reputation

and brand (Theis at al,, 2019).

1.1 Mitigating Insider Threats

To mitigate something means to make it less harmful and less severe (Dictionary.cambridge.org,

2019). By mitigating Insider Threats, we mean to establish security measures that will contribute



in the detection of the threats in an accurate and timely manner and respond accordingly in order

to reduce the damage of the insider attackers.

In order to mitigate and combat Insider Threats, we first need to identify the threats and know our
enemy. As Sun Tzu writes in his book “...if you know the enemy and know yourself, you need not
fear the result of a hundred battles...” (Tzu, 2007). By knowing our enemies, we can improve our

security measures to be more effective against them.

There is plenty of literature available on the mitigation of the insider threat problem that focus on
methods for detecting the insider threat. In this M.Sc. dissertation we focus on the detection of

insider threat using bio-inspired computing and utilizing machine learning.

1.2 Bio-Inspired Computing

Bio-Inspired computing is an emerging approach, inspired by biological evolution, to develop new
models that provides solution for complex optimization problems in a timely manner. The
explosion of data in the digital era has created challenges difficult to approach with traditional and
conventional optimization algorithms and lead the scientific community to develop Bio-Inspired
algorithms that can be applied as a solution. Swarm Intelligence is a family of Bio-Inspired
Algorithms (Abraham 2008). These algorithms have been proposed by researchers to solve
optimization problems by obtaining near optimal solutions (Krishnanand, Nayak, Panigrahi and

Rout, 2009).

1.3 Machine Learning

Machine Learning (ML) is a subset field Artificial Intelligence (AI) where we feed data into a model,
to discover patterns from the given data and make predictions. Machine Learning is applied in a
wide area of applications, such as healthcare, finance, biology and cybersecurity. Several algorithms
are used in Machine Learning and are divided into three main categories, Supervised learning,
Unsupervised learning and Reinforcement learning. In Supervised learning we are using labeled
data to train the machine based on input and output data. In Unsupervised learning we can feed the
machine with unlabeled data, since the objective is to detect regularities in the input data. The
objective is to detect the patterns that occur more often than others. In Reinforcement learning a

reward policy is involved and the machine learns to take decisions through trial and error



(Alpaydin, 2014). For the purpose of this M.Sc. dissertation we utilize Unsupervised learning for

outlier detection as described in chapter 4.

1.4 Problem Statement

The purpose of this M.Sc. dissertation is to approach the Insider Threat problem with a new model
that utilizes algorithms inspired by nature and contribute to the Insider Threat domain research by
exploring meta heuristic algorithms to solve feature selection optimization problems and improve
the performance of machine learning based insider threat detection models. The improvement of
the performance of insider threat detection models will help organizations to detect malicious

insiders in time before causing severe damage.

1.5 Chapters’ Overview

In this chapter we introduced the reader to the insider threat problem, by defining the problem and

related terms and we also state the importance of mitigating the insider threat problem.

In chapter 2 we review research related with the mitigation of insider threats and summarize
previous research focused on computation intelligence inspired by nature. In chapter 3 we present
an overview of Swarm Intelligence and Bio-Inspired computing and present several popular
models. In chapter 4 we present our methodology for the proposed approach. Chapter 5 presents
our proposed Insider Threat predicting model along with all the performed data pre-processing,
feature extraction and feature selection optimization steps. In chapter 6 we present our findings
from the evaluation of the algorithms and the improvement of the machine learning model after
feature selection optimization and we also compare the performance of our approach with other

approaches. Finally in chapter 7 we conclude and discuss about future work.



Chapter 2

Literature Review

In this chapter we review literature related to the insider threat problem, its impact to the
confidentiality, integrity and availability of organizational assets, countermeasures and strategies
introduced in past and present research. Various research papers review the insider threat
problem, present relevant statistics and propose measures in order to mitigate the problem. In the
second section of this chapter we present literature focused on computation intelligence inspired

by nature.

2.1 Techniques and Measures to Mitigate the Insider

Threat

The CERT division, part of Carnegie Mellon University’s Software Engineering Institute, provides
insider threats’ mitigation recommendations with the release of the “Common Sense Guide to
Mitigating Insider Threats”, based on research and analysis of previous insider threat cases. The
guide includes and describes practices that organizations should implement in order to reduce

their exposure to the insider threat problem. Although this is the sixth edition of the guide, the



insider threat problem continues to rise, which is another indication that further research must be

made on the detection aspect of the problem (Theis etal, 2019).

Schultz (2002) presents a framework based on insider behavior, to define insider attack related
indicators and predict an attack. By using multiple and various indicators, there is a better chance
to detect or predict the insider threat, than using one (Schultz, 2002). While some indicators, such
as “Preparatory behavior” for example, will indeed detect an insider attacker on the reconnaissance
phase trying to gather information about the target, some others such as “Meaningful Errors”, stand

on attacker’s skills and will be hard to detect a skillful attacker.

Salem, Hershkop and Stolfo (2008) conduct a research regarding approaches and techniques for
insider threat detection and acknowledge the challenge of building an effective and accurate system

for detecting insider attacks.

Brown, Watkins and Greitzer (2013) propose a system to monitor electronic communication in an
organization, to identify and predict an insider threat early. The system is based on personality
factors and word correlations. It detects common words in the communication data and calculates
a score based on the predefined words’ frequency of use. These scores are then combined into a
composite personality factor score for neuroticism, agreeableness and conscientiousness, which
are the three factors that are associated with high insider thread risk (Brown, Watkins and Greitzer,
2013). The authors state that their method mitigates possible legal or privacy concerns, but this
was before the enforcement of GDPR. Monitoring electronic communication to profile a user is

regulated by GDPR and raised privacy and legal issues.

Axelrad et al. (2013), propose a Bayesian network model, developed based on a list of variables
associated with insider threats, to predict the potential malicious insider. The Bayesian network
models generates a score for a person, based on the person’s characteristics. The list of variables
was prepared after research through various papers addressing the insider threat problem.
Correlations between variables were considered in the design of the model. Categories of the
variables include “personal life stressor and job stressors”, personality and capability, attitude,
workplace behavior and degree of interest (Axelrad et al,, 2013). As the authors acknowledge there
are some concerns regarding collection of data for specific variables, such as job satisfaction, in

which data may not be accurate.



Nurse et al. (2014) propose a framework to better understand and fully characterize the insider
threat problem, developed after analysis of several real-world threat cases and relevant literature.
The authors’ proposed unifying framework consists several classes of components, which are
presented in four main areas and broken down into more sections, beginning with the analysis of
behavioral and psychological aspects related of the actor to understand one’s tendency to attack.
As the authors acknowledge, it is quite difficult to collect accurate psychological and historical
behavioral information regarding insiders, to understand one’s mind-set and in many times, this
applies even after an attack. Behavioral analysis is continued in the next section as well, by
observing the physical and cyber behavior of the subject. Observing the physical and cyber
behavior will be challenging to implement, since regulations vary among countries, for example in
European Union (EU), the General Data Protection Regulation (GDPR) regulates behavioral
observation. Despite regulations, there are many challenges of monitor the behavior of all insiders,
for example contractors and partners. In the third section the actor’s type, enterprise role and state
of relationship with the enterprise is defined, for example, whether the actor is an employee,
contractor or partner, a current or former one and in what role he acts, scientist, engineer, etc. The
last two sections analyze the attack and the assets under the attack with their vulnerabilities. The
proposed framework is indeed simple enough to follow, as the authors mention, and will help
enterprises to analyze past attacks and identify weak points in their network, based on the insider
attacker’s steps (Nurse et al, 2014).

Greitzer et al. (2014), propose mitigation strategies and countermeasures for the unintentional
insider threat, after their research of regarding cases and papers. The authors review of possible
causes and contributing factors and propose measures with an emphasis on employees’
continuously training, to recognize threats such as phishing and enhance their awareness on the
insider threat problem. Mitigation strategies also include the enforcement of security policies and
implementation of security best practices, such as two-factor authentication. Although the
proposed measures will enhance the awareness of the problem, they highly depend on the human
factor and do not consider a change in an employee’s behavior who might be become an actual

threat (Greitzer et al, 2014).

In order to build mechanisms for detection and prevention of insider threats, real data need to be

gathered and this “raise a variety of legal, ethical and business issues” (Glasser and Lindauer, 2013),

Eldardiry et al. (2013), propose a global model approach, based on feature extraction from user

activities, logged on large amount of work practice data. This data is comprised of various domain



areas, such as logfiles of logon and logoff events, http browsing history, external device usage and
file access. The authors evaluate their multi domain system, utilizing ADAMS synthetic dataset to
calculate the accuracy of anomalies and outlier detection and acknowledge that file access and
external device usage domains can be utilized for easier threat prediction, compared to logon and

http history domains (Eldardiry etal.,, 2013).

Rashid, Agrafiotis and Nurse (2016) utilize Hidden Markov Models (HMM) with Cert's synthetic
dataset to "learn" user normal behavior and then use HMM to detect significant changes in the
"already learned" behavior. The authors report that their approach can learn normal user's
behavior and then detect any significant deviations from it and detect potential malicious insiders,
with high accuracy. As the authors acknowledge, their model will not detect malicious insiders with
no previously logged normal behavior, such as internal actors who attack an organization's

systems, shortly after they log in (Rashid, Agrafiotis and Nurse, 2016).

Lo etal. (2018) apply Hidden Markov Method on CERT's synthetic data set and analyze a number
of distance measurement techniques, Damerau-Levenshtein Distance, Cosine Distance, and
Jaccard Distance and their performance for detecting changes of user behavior. The authors reports
thatalthough HMM outscores each individual distance measurement technique, it needs more than

aday to process all data (Lo etal, 2018).

Tuor et al. (2017), propose an online unsupervised deep learning approach to detect anomalies
through analysis of the organization’s computer network activity. The authors use Deep and
Recurrent Neural Networks (DNN and RNN) and utilizes CERT’s synthetic Dataset to detect

anomalous activity.

Le and Zincir-Heywood (2019) propose a user-centered machine learning model that detects
malicious insiders with high accuracy. The authors present a machine learning model focused on
supervised learning by employing popular algorithms, such as Logistic Regressions (LR), Random
Forest (RF) and Artificial Neural Network (ANN). Even that their proposed system detects
malicious insiders with limited training, the authors propose the use of more sophisticated data
pre-processing techniques and feature analysis to improve system performance (Le and Zincir-

Heywood, 2019).

Liu et al. (2018) acknowledge that despite previous research on mitigating insider threats,

organizations continue to report severe damage caused by malicious insiders. In their survey they



review several proposed systems addressing insider threats based on data analytics and identify
relevant challenges. Log data analysis requires the collection of huge amounts of data, from a wide
area of systems and a dedicated system to store the data for further processing. Since log data takes
place on a variety of systems, there is no standard format for collected log data and data pre-
processing must be performed in order to clean the data and extract relevant features. As the
authors acknowledge, this process requires extensive scripting and coding skills and deep
understanding about the various involved systems. Another challenging problem is extracting the
important and relevant features and manage them effectively, by selecting the optimal subset to
capture the attacker’s footprint on time. Detecting the attacker’s tiny footprint is like “find a needle
inahaystack” and the challenge comes on deciding which method to utilize. The authors report that
incorporating prior domain knowledge to a certain degree, during the feature extraction process,

may offer better results than completely relying on prior domain knowledge (Liu et al., 2018).

2.2 Computation Intelligence inspired by Nature

In this section we present literature which propose models inspired by nature to solve complex

problems.

Xiao, Shao and Liu (2006) propose PSO-KM, a K-means algorithm based on Particle Swarm
Optimization. The authors acknowledge the challenges of labelling huge amounts of log data and
focus their work on detecting unknown attacks automatically, without any prior knowledge on the
domain’s log data. With the introduction of PSO into the K-means algorithm they present an
effective algorithm with the ability of partitioning large datasets and a better global search ability
(Xiao, Shao and Liu, 2006).

Del Valle et al. (2008), review the Particle Swarm Optimization (PSO) technique and its application
in power system optimization problems and give an insight on how the PSO technique can be used

to address complicated engineering optimization problems.

Mohemmed, Zhang and Browne (2010) convert the outlier detection problem into an optimization
problem and apply a Particle Swarm Optimization (PSO) based approach, using distance-based
measures for outlier detection. The author’s approach integrates feature selection ability into their
entire framework and directly detects outliers from a particular dataset (Mohemmed, Zhang and

Browne, 2010).



Kolias, Kambourakis and Maragoudakis (2011), perform a survey which explores the reasons of
the application of Swarm Intelligence (SI) algorithms in the Intrusion Detection field and present
various SI methods used for constructing Intrusion Detection Systems (IDS) (Kolias, Kambourakis
and Maragoudakis, 2011).

Srinoy (2007), presents an Intrusion Detection model, which uses Particle Swarm Optimization
(PSO) for feature selection and Support Vector Machine (SVMs), to detect suspicious activity in the
Intrusion Detection domain. The author performs feature selection optimization on an academic
widely known dataset in the Intrusion Detection domain, the KDD’99 dataset and employees PSO
to find the best optimal feature subset (Srinoy, 2007).

Nakamura etal. (2012) propose a binary version of the Bat algorithm (BAT) to address the problem
of high dimensionality. The authors’ proposed feature selection technique position the bats in
binary coordinates along the search space, which represent a string of bits indicating whether a

feature is selected or not after the optimization.

Emary et al. (2016a), propose binary variants of ant lion optimizer (ALO) for wrapper-based
feature selection. The author’s approaches are applied to find a feature subset in the Machine

Learning domain, by minimizing the number of selected features (Emary atal,, 2016a).

Emary et al. (2016b) propose two novel binary versions of the grey wolf optimization (GWO) and
use it for feature selection optimization, to find optimal subset. The authors propose two binary
versions of GWO, which are used to search the feature space for the best combination of features,

which has maximum classification accuracy and minimum number of selected features.

Faris et al. (2018) state “Dimensionality is the main challenge that may degrade the performance of
the machine learning tasks”. The authors acknowledge the challenging problem of searching for the
optimal subset in the feature selection optimization process and test the performance of several

well-known Swarm Intelligence algorithms in solving this problem.

Khurma et al. (2020), acknowledge the importance of feature selection in the data mining process
and propose a Python optimization framework, named “EvoloPy-FS”, focused on solving feature
selection optimization problems. EvoloPy-FS framework comes with eight nature-inspired
metaheuristic optimizers, including particle swarm optimization (PSO), gray wolf optimizer

(GWO), bat algorithm (BAT), cuckoo search (CS) and firefly algorithm (FFA), in their binary

10



presentation. The author’s main objective for developing this framework is to help researchers
from various domains, with less knowledge in Swarm Intelligence, to setup experiments and get
rapid results for their problems, without having to code everything from scratch (Khurma et al,

2020).

2.3 Summary

In the literature reviewed for the purpose of this M.Sc. dissertation, we came up only with a limited
study that uses Bio-Inspired computing to mitigate Insider Threats. Much research focus on
machine learning based insider threat detection to identify unusual behavior of users in regard with
their normal behavior. Machine learning models count on domain knowledge in the feature
extraction and selection process, resulting in time consuming during data pre-processing and
limited effectiveness on detecting the threats, in cases where domain knowledge is not stated.
Several researchers utilized Bio-Inspired models to address optimal solutions in complex
problems. We decided to utilize Bio-Inspired computing to enhance Machine learning models, by

automating the feature selection process and utilize unsupervised algorithms for outlier detection.

11



Chapter 3

Swarm Intelligence and Bio-
Inspired Computing

In this section we present an overview of Swarm Intelligence and Bio-Inspired computing, to get
the reader familiar with the concept and the methods used in this M.Sc. dissertation and we also

present the most popular developed algorithms in Bio-Inspired computing.

Bio-Inspired optimization algorithms have emerged to address highly complex problems in science
and engineering and provide solutions in time (Kar, 2016; Darwish, 2018). The scientific
community, inspired by the biological evolution, has proposed algorithms, such as Neural Network,
Genetic Algorithm and Swarm Intelligence, which are just three of the most popular domains, in
which meta heuristic optimization methods replicate biological organisms’ behavior to address
optimization problems (Kar, 2016). The social and foraging behavior of various species in the

nature, such as ants, birds, fish, bees, bats and wolves, have attracted the attention of several

12



researchers to mimic it in and propose algorithms to solve optimization problems in several

different fields, including science and engineering (Darwish, 2018).

Swarm Intelligence (SI), an Artifficial Intellience (AI) discipline, studies the collective behavior of
nature’s species (Li and Clerc, 2018), such as social insects, birds, fishes and other animals. Each
individual organization is not considered to be intelligent to solve a problem, but when these
species form a swarm and they interact with each other and their environment, they can solve
complex problems, such as find the shortest path between their nest and a food source (Saka etal,

2013).

“Swarm intelligence refers to a kind of problem-solving ability that emerges in the interactions of

simple information-processing units.” (Kennedy, 2006).

A Swarm Intelligence System is composed of a population of individual simple agents and has no
centralized control. The interaction between these agents and the interaction of these agents with
the environment, creates a problem-solving ability in the SI system and makes the SI system to
behave in a complex and self-organized manner to address complex tasks that are too challenging
to conventional computation techniques (Li and Clerc, 2019). The processing unit of a swam can be

animate, mechanical, computational or mathematical (Kennedy, 2006).

“The concept of a swarm suggests multiplicity, stochasticity, randomness, and messiness, and the
concept of intelligence suggests that the problem-solving method is somehow successful.”

(Kennedy, 2006).

Swarm Intelligence based techniques, such as Ant Colony Optimization (ACO), Particle Swarm
Optmization (PSO) and Artificial Bee Colony (ABC), inspired by ant foraging behavior, bird flocking,
fish schooling and animal herding, have been applied in the field of intrusion detection (Kolias,
Kambourakis and Maragoudakis, 2011).

Bio-Inspired algorithms have been used in much research to address several real-world
challenging problems and portion of this research used more than a single algorithm to address the
same problem, to compare the performance of the algorithms on that problem’s domain. Literature
reports that not all algorithms perform the same in solving specific set of problems and researchers
experiment with modifications of existing algorithms or even propose new algorithms to reach a

better performance in their domain of research (Mirjalili, 2015). Table 1 displays bio-inspired

13



algorithms, as presented by the related literature reviewed for this M.Sc. dissertation, with the

scope of applications in which they have been used.

Algorithms

Scope of Application

Neural Networks (NN)

Association rules, pattern classification, regression, feature
selection, missing data prediction, sequence mining, data
reduction, probabilistic prediction, Bayesian and deep
learning, feature detection, speech and image recognition,
synchronization, control of non-linear systems, switching

networks (Kar, 2016).

Genetic Algorithm (GA)

Search, maximization or minimization, sorting, multi-criteria
selection, job allocation, process scheduling, network
analysis, anomaly detection, intrusion detection, parallel
computation, prioritization, classification, network path
routing, load balancing problems, layout planning, signal

coordination, sorting, structural systems (Kar, 2016).

Particle Swarm Optimization

(PSO)

Distributed resource management, search, location
identification, resource allocation, regulation, chaotic
systems, oscillatory systems, global optimization, path
optimization, adaptive learning, job scheduling thresh-
holding, network training, minimization, maximization,

migration (Kar, 2016).

Ant Colony Optimization (ACO)

Network analysis, travelling salesman problem, scheduling,
routing, clustering, data compression, environmental and
economic dispatch problems, routing, data reconciliation,
parameter estimation, gaming theory, objective tracking,
demand forecasting, layout design, continuous optimization,
timing optimization, resource consumption optimization

(Kar, 2016).

14




Artificial Bee Colony (ABC)

Numerical function optimization, multilevel thresh-holding,
network routing, allocation / assignment, test suite
optimization, = search, = bench-marking,  probability
distribution, feature selection, single and multi-objective
optimization, discrete and continuous optimization (Kar,

2016).

Bacterial Foraging Optimization
Algorithm (BFOA)

Multi-optimal function optimization, numerical
optimization, global optimization, gradient based search,
linear combiners, forecasting models, minimization and
maximization, load forecasting and compensation, portfolio
value prediction, clustering, load dispatch and calibration

(Kar, 2016).

Cuckoo search (CS)

Search problems, multi-objective problems, optimization
among designs, gradient based optimization, gradient free
optimization, multi-objective scheduling, multi-objective
allocation, phase equilibrium problems, reliability
optimization, path identification for network analysis,

knapsack problems (Kar, 2016).

Firefly Algorithm (FA)

Digital Image Compression, Feature Selection (Yang and He,
2013a). Dispatch problems, job scheduling, chaotic
problems, structural optimization, continuous optimization,
vector quantization, clustering, price forecasting, discrete
optimization, load forecasting, network analysis, travelling
salesman problem, non-linear optimization, dynamic

environment problems (Kar, 2016).

Leaping Frog Algorithm

Optimization problems from structures, mechanical
systems, neural networks, chemistry (Snyman, 2000).
Combinatorial problems, network design problems, job
scheduling problems, thresh-holding problems, network

scaling problems, cost minimization problems, permutation
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based searching problems and resource constrained

problems (Kar, 2016).

Bat Algorithm (BA)

Structural design optimization, multi-objective optimization,
numerical optimization problems, network path analysis,
multi-constrained operations, adaptive learning problems,
environmental/economic dispatch, scheduling, effort
estimation, classification, vector matching and association

rule mining (Kar, 2016).

Flower Pollination Algorithm

(FPA)

Control in multi-machine systems, feature selection,
structure optimization, data reduction, array synthesis,
classification, search, multi-criteria selection, chaotic
systems, electro-magnetics, large scale linear programming,

energy management, structural engineering (Kar, 2016).

Artificial
Algorithm (APOA)

Plant Optimization

Protein analysis, network configuration simulation analysis,
coverage optimization, telecom sensor networks, molecular

structure analysis (Kar, 2016).

Ant Lion Optimizer (ALO) -
imitates the hunting process of

antlions

Feature selection (Emary et al, 2016a),

Grey Wolf Optimizer (GWO)

Feature selection (Ematy et al,, 2016b), attribute reduction
strategy, route planning, reduced parametric sensitivity

(Darwish, 2018)

Table 1: Bio-Inspired algorithms

3.1 Neural Networks (NN)

Neural Networks (NN) have been widely applied to solve problems in the field of pattern

recognition, image recognition, speech recognition and natural language processing (Garro, Sossa
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and Vazquez, 2009). Artificial Neural Networks attempt to simulate the networks of neurons of an
intelligent organism, such as the nerve cells of a human’s brain, by combining multiple processing
units, the neurons, into a self-adapting and self-organizing system (Sarle, 1994). These systems can
learn to perform various tasks, such as classify or recognize patterns, based on inputs and feedback
from each node in the neural network (Kar, 2016). There are many approaches for implementing
neural networks, with the simplest one being the Perceptron networks, which can be used for both
linear and non-linear systems. Deep Neural Network (DNN) has been utilized by Yuan etal. (2018)
in their proposed insider threat detection method, in which they use Long Short Term Memory
(LSTM) to “learn” the user behavior and extract abstracted temporal features, which are converted
to fixed-size feature matrices to be used by the Convolutional Neural Network (CNN) to detect
insider threat. Yuan etl a. (2018) reviews literature that explores various implementations of
Neural Networks, including Recurrent Neural Networks (RNN), to detect anomalous behavior. An
extensive literature exists, reporting approaches that utilize Neural Networks (NN) in several
subject areas, including Engineering, Computer Science, Mathematics, Physics and Astronomy (Kar,
2016). Garro, Sossa and Vasquez (2009) acknowledge that “neural networks cannot reach an
optimum performance in non-linear problems” and utilize Particle Swarm Optimization (PSO), to
automatically design an Artificial Neural Network (ANN). PSO is used to find all relevant values and

functions and optimize the error function.

3.2 Genetic Algorithm (GA)

Genetic Algorithm (GA), a population-based Evolutionary Algorithm (EA), attempts to simulate the
phenomenon of natural evolution and natural genetics, where the fittest individuals are selected for
reproduction, to identify good and working solutions (Kar, 2016). The literature reports several
versions of Genetic Algorithm implementations (Hassan, Cohanim, de Weck and Venter, 2005). The
implementation of GA starts with a set of individuals, the population, with everyone representing a
solution to the problem. GA employs a fitness function to determine the fittest individual and
computes a fitness score for each individual. The generation is represented by every iteration and
over several generations, the selection operator, which represents the “survival of the fittest”
principal, is employed to select the fittest individuals with the most positive characteristics, based
on its fitness score. The crossover operator is then used to produce new solutions based on the
positive characteristics of the current population, to propagate them to the future population. The
mutation operator is employed to ensure diversity within the new population and avoid local

optimality (Hassan, Cohanim, de Weck and Venter, 2005; Kar, 2016).
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3.3 Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO), introduced and developed by Kennedy and Eberhart in 1995,
is a population-based optimization and meta-heuristic technique, inspired by the social behavior of
bird flocking, fish schooling and swarming theory (Kennedy and Eberhart, 1995). PSO is considered
by researchers and practitioners an efficient and effective technique for solving complex
optimization problems (Li and Clerc, 2019). PSO is composed of a swarm of particles and each
individual particle represents a candidate solution. The particles move into the problem search
space with a certain velocity and their movement is affected by their own best position found so far,
which is defined as the pbest quality factor and the global best solution found by their neighbors in
the search space, which is defined as the gbest quality factor (Kennedy and Eberhart, 1995). The
position of each particle or the quality of the solution, is evaluated by the fitness function. Each
particle tries to modify its position using the equations (Zhan et al,, 2009; Kolias, Kambourakis and
Maragoudakis, 2011):

1. vi(t+1)=w vi(t)+cl -r1-(pBesti —xi)+c2-1r2-(gBest — xi) (1)
2. xi(t+1)=xi+vi(t+1) (2)

Equation (1) updates the particle’s speed and equation (2) updates the particle’s position. In (1) vi
is the particle’s speed, w is the inertia weight constant, c1 and c2 are the acceleration coefficients,
r1 and r2 are random numbers generated within [0,1], pBesti is the particle’s position with the best
fitness found so far, gBest is the swarm’s global best position and xi is the particle’s current position
(Kolias, Kambourakis and Maragoudakis, 2011). The particle’s velocity and position are initialized

randomly and then are updated using the equations (1) and (2).

“Particle Swarm Optimization is an extremely simple algorithm that seems to be effective for

optimizing a wide range of functions” (Kennedy and Eberhart, 1995).

3.4 Ant Colony Optimization (ACO)

Ant Colony Optimization (ACO) is a population-based metaheuristic technique, used for solving
combinatorial optimization problems. ACO was introduced by M. Dorigo and his colleagues, in early

1990s, inspired by the behavior of real ants (Dorigo and Di Caro, 1999; Dorigo and Blum, 2005).
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Even though a single ant has limited intelligence and capabilities, when an ant works together with
other ants in an ant colony, they can be very well organized and effective to perform tasks that
requires intelligence, such as transport heavy goods or finding the shortest path between a food
source and their nest. Ants communicate with each other through a chemical substance, known as
pheromone, which they generate to relay a message, such as to give directions to other ants in their
colony (Chakraborty and Kar, 2017). An ant evaluates the quality and quantity of a food source as
soon as it finds one and generates pheromone during its way back the nest. The quality of the
pheromone generated on the ant’s trail, depends on the quality and quantity of the food source.
Ants will follow the pathway created by the pheromone and will renew the trail, depending of the
value of the source (Dorigo and Blum, 2005). Pheromone on the shortest path will be reinforced
sooner than the other paths, so the shortest path will have greater pheromone concentration and
higher probability of being selected from other ants (Kolias, Kambourakis and Maragoudakis,
2011). Figure 1 shows the random path selection (a) by ants in the search for a food source. The
shortest path is reinforced with more pheromone and attracts more ants and eventually the

pheromone trails on longer paths evaporate over time (b).

Gm ‘yax]
A Food source Nest e ®m 2rm s Food source

i)
a) b)

Figure 1: Ants seek for the shorter path of the two, between their nest and the food source (Li and Clerk,
2019).

3.5 Artificial Bee Colony (ABC)

Artificial Bee Colony (ABC) is a bio-inspired algorithm, which mimics the behavior of swarm
intelligence of bees in the way they communicate, navigating, selecting their nest, mating and floral
foraging, to search for an optimal numerical solution among a large number of candidates
(Karaboga and Basturk, 2007; Kar, 2016). ABC algorithms depends on the solution and the quality
of the solution, the fitness. In the ABC algorithm the colony consists of three groups, the employed
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bees, the onlookers and the scouts. The random search for food sources is carried out by the scouts,
with the onlookers waiting to make the decision about the food source (Karaboga and Basturk,
2007). A candidate solution is the representation of a source of food, which is identified by the
employed bees and the quality of the solution, is the representation of the amount of nectar in that
source. For every newly discovered source of food, its fitness is computed to decide whether to
adopt or reject this new source, according to its fitness (Ghanem and Jantan, 2014; Kar, 2016). The

main steps of the algorithm are (Karaboga and Basturk, 2007):

e Intitialize
e REPEAT UNTIL [Requirements are met]
0 Place the employee bees in the memory
O Place the onlooker bees in the memory
0 Send the scouts to the search area to discover new food sources

3.6 Bacterial Foraging Optimization Algorithm (BFOA)

Bacterial foraging optimization algorithm (BFOA) is a global optimization algorithm, based on the
social foraging behavior of Es-cherichia coli bacteria. Bacteria search for food in a way that their
energy intake is maximized per unit time. The process in which an Individual Bacterium is
searching for food is called chemotaxis, which is the idea behind BFOA (Das et al, 2009). In BFOA,
an agent representing the bacterium, searches for a local suitable solution. The agent utilizes the
operators of chemotaxis, swarming, reproduction and elimination-dispersal to locate the global
optimum (Das et al,, 2009; Kar, 2016). Das et al, (2009) and Kar (2016) report that while the
algorithm is easy to implement, it has a poor convergence capability for solving complex

optimization problems.

3.7 Cuckoo Search (CS)

Cuckoo Search (CS) mimics the breeding behavior of the cuckoo bird species. Cuckoos have a very
interesting and aggressive reproduction strategy. Instead of laying their eggs in their own nests,
they lay them on communal nests and sometimes they even remove the foreigners’ nest eggs to
increase the hatching probability their own eggs (Gandomi et al, 2011a). In the CS algorithm,
cuckoos are represented by the agents and the eggs are represented by the candidate solutions. A

cuckoo lays one egg at a time and dumps itin a random nest. The nests are discovered through Levy
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flights. The best net, with the higher quality of eggs (optimal candidate solutions) will carry over to
the next generations. The number of available host nests is fixed and there is a probability that the
cuckoo’s egg is discovered by the host bird. In this case the host bird will either throw away the
foreign egg, or it will abandon the nest and build another nest, which will become a future potential

nest for the cuckoo (Gandomi et al,, 2011a; Kar, 2016).

3.8 Firefly Algorithm (FA)

Firefly Algorithm (FA) mimics the social behavior of fireflies’ flashing characteristics. Fireflies use
flashing patterns to communicate, find mates or search for prey. FA follows three rules (Yang,

2010b; Gandomi et al., 2011b; Yang and He, 2013a):
o Fireflies are unisex and are attracted to each other, regardless of their sex

e Attractiveness is proportional to their brightness. A less bright firefly will move towards a

brighter one and if there isn’t a brighter one it will move randomly in space.
o The firefly’s brightness is related with the objective of the optimization problem.

The movement of a firefly I, attracted by a firefly j is computed using the equation (3) (Emary et al,
2015).

3. x;=x; + ﬂoe_yr%i(xj — x;) + a(rand — 0.5) 3)

In equation (3), x represents the movement of a firefly i, which is attracted by a firefly j. a is the
randomization parameter, rand is a random number in [0,1] and (rand - 0.5) represents number
in [-0.5, 0.5], since variation can be positive or negative. B issetto 1 and aisin [0,1] (Emary et al,

2015).

Gandomi et al, (2011b) acknowledge the efficiency of FA, but also reports observations of
oscillatory behavior as the search process approaches the optimum design. The authors suggest a
gradually reduction of the randomization parameter as the optimization processes, to improve the

algorithm (Gandomi et al,, 2011b).
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3.9 Leaping Frog Algorithm

Leaping Frog Algorithm is based on frog foraging behavior and was developed to solve
unconstrained optimization problems but has been also used to solve constrained problems as well
(Snyman, 2000). The popular extension of the algorithm, Shaffled Frog-Leaping Algorithm (SFLA),
is a metaheuristic algorithm which combines the benefits of genetic-based memetic algorithm and
social behavior-based swarm optimization algorithms (Eusuff, Lansey and Pasha, 2006; Fang and
Wang, 2012). In SFLA an initial population of randomly generated virtual frogs, who represent
candidate solutions. is formed and then the population is partitioned into subsets, called
memeplexes. A subset of the memeplex is then constructed for each initial subset, based on
probability distributions. For each of the subsets of the memeplex, called sub-memeplex, the worst
frog will leap towards a food source, based on its own experience but also the experience from the
best frog of that sub-memeplex. If the new position is better than the old one, the frog repeats the
process, else the worst frog is replaced by a new randomly generated frog (Fang and Wang, 2012).

3.10 Bat Algorithm (BA)

Bat Algorithm, proposed by Yang (2010a) for solving optimization problems, mimics the behavior
of bats during the search for a prey or food, using their advanced capability of echolocation.
Echolocation is a type of sonar, used by bats to detect prey by avoiding obstacles and to locate their
roost. Each bat i flies with a velocity vi at position xi, representing the solution and use a fixed
frequency of fmin, a varying wavelength A and loudness AO to search for prey. During the
simulation of the bats’ movement in a d-dimensional search space, the position and velocity are

calculated using the equations (4), (5) and (6) (Yang, 2010a).

4. f; = fmin+ (fmax — fmin) . (4)
5. vit =vit™! + (xit — x,). f; (5)
6. xit = xi'"! + vi' (6)

In equations (4), (5) B is arandom vectorin [0,1] and x, represents the current global best solution

among all virtual bats.
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3.11 Flower Pollination Algorithm (FPA)

Flower Pollination Algorithm (FPA) is based on the pollination process of flower plants and was
developed to solve global optimization problems. During the pollination process, the agents, named
pollinators who represent the insects, wind and water, are employed to spread the flowers’ pollens
to another plant for reproduction. Pollination can be achieved by self-pollination, which represents
local optimization, in which process the involved flowers are from the same plant, or by cross
pollination, which represents global optimization, in which process the involved flowers are from
different plants. For simplicity the algorithm assumes that each plant has only one flower and each
flower produce a single pollen (Yang, 2012; Yang, Karamanoglu and He, 2013). Yang (2012)

acknowledges the efficiency of FPA due to long-distance pollinators and flower consistency.

3.12 Artificial Plant Optimization Algorithm (APOA)

Artificial Plant Optimization Algorithm (APOA), inspired by tree’s growing process, was developed
to address global optimization problems. The algorithm simulates the plant growing phenomenon,
by connecting the growing process with an optimization problem. Each new iteration represents
the plant’s growing period, global optimum represents the highest light intensity, fitness value
represents the light intensity, a point represents a branch and position update represents branch
growth. Each branch of the plant represents a potential solution to the optimization problem and

its fitness is calculated during the simulated process of photosynthetsis (Cui and Cai, 2013).

3.13 Ant Lion Optimizer (ALO)

Ant Lion Optimizer (ALO) is a bio-inspired optimization technique, inspired by the hunting
mechanism of ant lions in nature, developed to solve optimization problems. Antlions create small
cone-shaped traps in sand to catch their preys. After the creation of their traps they hide at the
bottom of the cone and wait for their preys to enter the trap. Once the prey is in the trap, the antlion
tries to catch it. It has been observed that the size of the trap is relevant with the level of hunger and
shape of the moon. Antlions tend to dig deeper traps when they are hungry. This foraging behavior
is the main inspiration of the ALO algorithm. ALO simulates five main steps of the antlions” hunt

behavior (Mirjalili, 2015):
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¢ Random walk of ants

e Building traps

e Entrapment of ants in traps
e (atching preys

e Re-building traps

3.14 Grey Wolf Optimizer (GWO)

Grey wolf Optimizer (GWO) is a Bio-Inspired optimization technique, which simulates the
leadership hierarchy and hunting behavior of grey wolves in nature. Grey wolves travel in packs of
five to twelve on average and they follow a strict social dominant hierarchy. The pack is led by the
alphas, a male and a female, who are making decisions such as time of hunting, deciding resting
place, etc. The betas, best candidates to be alphas, are next in rank and assist the alphas in the
decision-making process. The deltas follow orders from alphas and betas but dominate the omegas
who are last in the rank and follow orders of all other dominant wolves. In GWO social hierarchy’s
mathematical model, the fittest solution is called the alpha (o), with the second and third best
solutions named beta (f3) and delta (6), respectively. All the rest candidate solutions are assumed to
be omega (w). The GWO hunting mathematical model is comprised of tracking, encircling and
attacking the prey. Hunting of a prey starts with the pack encircling. The equations (7), (8), (9), (10)
are used to mathematically model grey wolves’ encircling behavior (Mirjalili, Mirjalili and Lewis,

2014).

7. D=|C.Xp(t) - X() | 7
8. X(t+1)=Xp(t)—A.D (8)
9. A=2a.1r1—a 9)
10.C =2 .72 (10)
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In Equations (7) and (8), t represents current iteration and A, C are the coefficient vectors. D is the
distance factor, Xp represents the position of the prey and X represents the position of a grey wolf.
A and C are calculated in equations (9), (10), where a is linearly decreased from 2 to 0 through the
number of iterations and r1, r2 are random vectors in [0,1] (Mirjalili, Mirjalili and Lewis, 2014). The
alphas guide the hunting process with the participation of betas and